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Chapter 1

Introduction

Sketching and streaming. A sketch C(X) of some data set X with respect to some function
f is a compression of X that allows us to compute, or approximately compute, f(X) given access
only to C'(X). Sometimes f has 2 (or multiple) arguments, and for data X and Y, we want to
compute f(X,Y) given C(X),C(Y). For example, if two servers on a network want to compute
some similarity or distance measure on their data, one can simply send the sketch to another (or
each to a third party), which reduces network bandwith compared to sending the entirety of X, Y.

As a trivial example, consider the case that Alice has a data set X which is a set of integers,
and Bob has a similar data set Y. They want to compute f(X,Y) = > __x.y 2. Then each party
can let the sketch of their data simply be the sum of all elements in their data set.

When designing streaming algorithms, we want to maintain a sketch C'(X) on the fly as X is
updated. In the previous example, if say Alice’s data set is being inserted into on the fly then she
can of course maintain a sketch by keeping a running sum. The streaming setting appears in many
scenarios, such as for example an Internet router monitoring network traffic, or a search engine
monitoring a query stream.

1.1 Probability Review

We will mainly be dealing with discrete random variables; we consider random variables taking
values in some countable subset S C R. Recall the expectation of X is defined to be

EX =) j-P(X =)
jes
We now state a few basic lemmas and facts without proof.

Lemma 1.1.1 (Linearity of expectation).
EX+Y)=EX+EY (1.1)

Lemma 1.1.2 (Markov). If X is a nonnegative random variable, then

EX
VA >0, IP>(X>)\)<T

Lemma 1.1.3 (Chebyshev).

E(X —E X)?

VA>0,PIX -EX|>\) < 2

(1.2)
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Proof. P(|X —EX| > \) = P((X —E X)? > )\2?), and thus the claim follows by Markov’s inequality.

O
Rather than the second moment, one can also consider larger moments to obtain:
E|IX -EX]P
Vp > 1,V > 0, }P’(|X—EX|>>\)<M‘. (1.3)

By a calculation and picking p optimally (or by Markov’s inequality on the moment-generating
function X and appropriately picking t), one can also obtain the following “Chernoff bound”.

Theorem 1.1.4 (Chernoff bound). Suppose Xi,...,X, are independent random variables with
X; €[0,1]. Let X =", X; and write p:=EX. Then

o 1
VA>0, P(X > 1+ Mp) < ((1+)\)1+’\> (upper tail) (1.4)
and also
e A a
VA>0, P(X < (1—-XNp) < <(1_)\)1_/\> (lower tail) (1.5)

Proof. We give the standard proof via bounding the moment-generating function (MGF), and only
for the upper tail and only when each X; is a Bernoulli random variable with parameter p; (equal
to 1 with probability p; and 0 otherwise); standard references provide proofs of the most general
form. The proof for the lower tail is similar. First,

P(X > (1+ M\p) = Pt > eI+

for any ¢ € R since the map x — €'® is strictly increasing. As e is a nonnegative random variable,
we can apply Markov’s inequality.

P(etX > U+ < omtI+u g otX (Markov)
— IR ot 2 X

i

— o t+Ne R

— ot H E et Xi (independence of the X;)
i

— et T (it + (1 - )
— ot Np [T @+ pite’ —1)))
< e tHNn H ePilef=1) (1+a<e?)
— ot (e =1) 3 pi
_ e(et—l—t—)\t)u
6)\ a
_ <<1+/\)1+>\> (set t =1In(1+ N)) (1.6)

The lower tail is similar though one writes P(X < (1 — A\u) = P(=X > —(1 — M) = P(e=*% >
e =M then does similar calculations and optimizes choice of ¢. O



1.1. PROBABILITY REVIEW 7

Remark 1.1.5. The upper tail has two regimes of interest for \: A < 1 and A > 1. Note when
A < 1, we have

e e

1+ NI~ 00 I(+Y

e

T AN (AZ210(N%))
— e NH/2+0(Np)

(Taylor’s theorem)

Rather than use an O(\?) bound from Taylor’s theorem, one can show a more precise inequality
In(1+A) >2X/(24 ) for any A > 0 and use it achieve the final upper bound e~ /3,

The second regime of interest is large A, i.e. A > 1 (specifically A > 2e — 1). In this case,
e/(1+ A) is less than 1/2 and is also O(1/)) so that the overall upper tail bound is

AT, (1.7)

For the lower tail, as we are only ever interested in A < 1 (as X < 0 trivially has probability 0
of occurring), logarithmic approximations as for the upper tail can be used to obtain the lower tail
bound e '#/2, By combining the upper and lower tails via a union bound,

P(|X — ul > M) < e VBB L e NBI2 9 Nn/3, (1.8)

We also have the following, similar “Hoeffding bound”, which can also be proven via Markov’s
inequality applied to the MGF and optimizing choice of ¢.

Theorem 1.1.6 (Hoeffding bound). Suppose Xi,..., X, are i.i.d. Bernoulli(p) random variables
for some p € (0,1). Then for any € € (0,1),

n
P (Z Xi>@p+ e)n> < e 2n,
i=1

and

n
P (Z X; < (p-— e)n> < e~26n,
i=1

Another inequality we will make use of is Khintchine’s inequality. It essentially says that when
o; are i.i.d. Rademachers and x; are scalars, ) . o;x; is what is known as “subgaussian” (i.e. decays
at least as fast as a gaussian of some variance).

Theorem 1.1.7 (Khintchine). Let o1,...,0, be Rademacher random variables (i.e. uniform in
{=1,1}) and independent, and x € R™ is fized. Then YA > 0, P(|(o,z)| > A) < 2¢=>*/2lll5

Proof. Define X =), 0;z;. Then

E etX — H]E etoixi
%
1
_ H 5(eftgci + eta:i)
i

ta;)2 D)4 )6
:H <1+ (ts) + (t:) + (tz:) +) (Taylor expansion)

2! 4] 6!
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(t.’Ei)Q (txi)4 (tﬂ?i)G
§1:[<1+ Ty tor g targt
. Cas

— ¢t l=l13/2 (1.9)

Eq. (1.9) is exactly the MGF of a gaussian random variable g with mean zero and variance ||x||3.
To see that this implies the desired tail bound, by Markov’s inequality we then have P(X > \) =
P(eX > ) < e~ +17l3/2 by Markov’s inequality and Eq. (1.9). This is equal to e=»*/Cllzl2)
by setting ¢t = \/||z||3. Since we are looking at the event |X| > A\, we must also bound P(—X >
A) = Pe X > ) < e 02lI7l12/2 which is the same as above. Thus the claim holds, since
P(|X| > \) =P(X > A\)+P(—X > \) as these are disjoint events (or alternatively it is good enough
to say the right hand side is an upper bound, which holds via the union bound). ]

We also make use of the following inequality.

Theorem 1.1.8 (Jensen’s inequality). Let X be a random variable supported in R, and suppose
¢ : R — R is convexr. Then p(EX) <Ep(X).

The following is a corollary of Jensen’s inequality that we frequently use, where || X[, denotes
(E|X[P)'/P is a norm for p > 1.

Lemma 1.1.9. For 1 <p <gq, ||X|, < | X]lq-

Proof. Define ¢(z) = |2|?/P, which is convex. Then by Theorem 1.1.8 applied to the random
variable | X|P,
(E[X[P)7P = o(E|X[P) < Ep(|X[) = E|X]|".

Raising both sides to the 1/gth power yields the result. O
Lemma 1.1.10 (Symmetrization / Desymmetrization). Let Zi,...,Z, be independent random
variables. Let ri,...,r, be independent Rademachers. Then

[ Z Z;—E Z Zillp <2 Z riZi|lp (symmetrization inequality)

and
(1/2) || Zri(ZZ- —EZ)|, < |l Z Zillp (desymmetrization inequality).
i i

Proof. For the first inequality, let Y7,...,Y, be independent of the Z; but identically distributed
to them. Then

1D -2 =E> Zillpy=13_Z~ED Y,
<| Z(Zz =Y)lp (Jensen)
= | Zm(Zi —Yi)llp (1.10)

<2 Z i Xilp (triangle inequality)
i
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Eq. (1.10) follows since the X; — Y; are independent across ¢ and symmetric.
For the second inequality, let Y; be as before. Then

1> ri(Zi—EZ)|p = | @ZW(Z@' = Yi)llp

<| Zri(zi =Y)lp (Jensen)
i
= || Z(Zz - Y;)”p
i
<2 Z Zillp (triangle inequality)
i
O
Lemma 1.1.11 (Decoupling [dIPnG99)). Let 1, ...,y be independent and mean zero, and x, . .., x,
identically distributed as the x; and independent of them. Then for any (a; ;) and for allp > 1
1 aigzizilly, < 41 ai gz,
i#] 1,J
Proof. Let m1,...,n, be independent Bernoulli random variables each of expectation 1/2. Then
1D aijaiwgll, =4- | IEJZ a; ;x5 mil[1 = nlllp
i#] i#]
<41 aggmimi(t—n)l, (Jensen) (1.11)
i#]

Hence there must be some fixed vector 1’ € {0,1}" which achieves

1Y~ asjaimm( =)l <110 aijzi;lp

i#] i€S j¢S

where S = {i : n} = 1}. Let x5 denote the |S|-dimensional vector corresponding to the z; for i € S.
Then

IS wagzsaslly = 13 S eageicly

i€S j¢S i€S j¢S
=IEE > aijuiflly (Ex; = Eaj = 0)
S 17]

< Z i T (Jensen)
2%

O]

The following proof of the Hanson-Wright was shared to me by Sjoerd Dirksen (personal commu-
nication). A newer proof which we do not cover here, using more modern tools that allow extension
to subgaussian variables and not just Rademachers, is given in [RV13]. Recall the Frobenius norm
is defined by [|A|lF = (3, ; A%j)lﬂ, and the operator norm by [|A|| = Sup|(,=|y(.=1 z ! Ay.
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Theorem 1.1.12 (Hanson-Wright inequality [HW71]). For o1,...,0, independent Rademachers
and A € R™", for allp > 1

HO’TAO' — EO’TAO'HP SVPlAllr+p-||A].

Proof. Without loss of generality we assume in this proof that p > 2 (so that p/2 > 1). Then

loT Ao —Eo" Ao, < |0 " Ad'|, (Lemma 1.1.11) (1.12)
< Vo A2, (Khintchine) (1.13)
= vb-[lllAzl3])/ (1.14)
< vp- [l A=[3];
< Vo (IAIF + || Azl — E [|Az|3],)"/? (triangle inequality)
< vp-lAllr + vp - [l Az|l5 — E || Az|[3]|,
SVp-lAlp+ o 2T AT A}/ (Lemma 1.1.11)
SV AR+ || AT Az (Khintchine)
SV AllE + P A2 - [ Azl (1.15)

Writing £ = || |]A33H2||;/2 and comparing Eq. (1.13) and Eq. (1.15), we see that for some constant
C >0,
E? - CpY|AIIMPE — ClAllr < 0.

Thus E must be smaller than the larger root of the above quadratic equation, implying our desired
upper bound on E2. ]

Remark 1.1.13. The “square root trick” in the proof of the Hanson-Wright inequality above is
quite handy and can be used to prove several moment inequalities (for example, it can be used to
prove Bernstein inequality). As far as I am aware, the trick was first used in a work of Rudelson
[Rud99] on operator norms of certain random matrices.

Remark 1.1.14. We could have upper bounded Eq. (1.14) by

1/2
VB | Ale+ B+ (| Azl3 — E || Azl3I1)/5

by the triangle inequality. Now notice we have bounded the pth central moment of a symmetric
quadratic form Eq. (1.12) by the p/2th moment also of a symmetric quadratic form. Writing p = 2%,
this observation leads to a proof by induction on k, which was the approach used in [DKN10].

We have stated a moment version of the Hanson-Wright inequality, but we show now this is
equivalent to a tail bound. Below we prove a lemma which lets us freely obtain tail bounds from
moment bounds and vice versa (often we prove a moment bound and later invoke a tail bound, or
vice versa, without even mentioning any justification).

Lemma 1.1.15. Let Z be a scalar random variable. Consider the following statements:
(1a) There exists 0 > 0 s.t. Vp > 1, || Z||, < Cio\/p.
(1b) There exists o > 0 s.t. YA > 0, P(|Z] > ) < Coe=C2¥*/o"

(2a) There exists K >0 s.t. Vp > 1, || Z||, < C3Kp.
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(2b) There exists K >0 s.t. ¥ A >0, P(|Z] > \) < Cye G K,
(3a) There exist o, K >0 s.t. Vp>1, |Z|, < Cs(0\/p+ Kp).
(3b) There exist o, K >0 s.t. V>0, P(|Z| > \) < Cg(e_cé)‘2/"2 + e_Cé)‘/K).

Then 1a is equivalent to 1b, 2a is equivalent to 20, and 3a is equivalent to 3b, where the constants
C;, C! in each case change by at most some absolute constant factor.

Proof. We will show only that la is equivalent to 1b; the other cases are argued identically.
To show that 1la implies 1b, by Markov’s inequality

B 252\ P/?
P(Z>)\)<A\TP-E|ZF < (%) :

Statement 1b follows by choosing p = max{1,2C?\2?/o?}.
To show that 1b implies 1a, by integration by parts we have

E|Z|P = / prP  P(|Z] > N)d\ < 209p / paP~ L. e~ CaN /o 1\
0 0

The integral on the right hand side is exactly the pth moment of a gaussian random variable with
mean zero and variance o> = 02/(2C%). Statement la then follows since such a gaussian has

p-norm O(c’\/p). O
Corollary 1.1.16. For o1,...,0, independent Rademachers and A € R™"*™ for all X\ > 0

P(joT Ao — Eo T Ao| > A) < e O¥/IAIR) 4 o~ON/IIAlL

Proof. Combine Theorem 1.1.12 with item (3b) of Lemma 1.1.15. O

As mentioned in Remark 1.1.13, we now show that the “square root trick” can also be used to
prove Bernstein’s inequality.

Theorem 1.1.17 (Bernstein’s inequality; moment form). Let Xi,..., X, be independent, each
bounded in magnitude by K almost surely. Write X := Y 1 | X; and define 0% := Var[X]. Then

Vp>1, | X —-EX|, Soyp+ Kp.
Proof. Define Z = X; — EX;. Then

121y =112 = EZ]|,

<2 oiZil, (Lemma 1.1.10)
%
<28l 2l (Khintchine)
%
1/2
=2 Y Zi2||p§2 (1.16)
A

<2yl Y 2l

1
<2pEYZHVE+2yp| > ZE-EY Z2||)? (triangle inequality)
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—20\f+2\f||ZZ2 EZZ2||1/2
<20./p+4/p| E:JZZQHU2 (Lemma 1.1.10)
< 20\/p + 4p>/4||( ZZ? UQH;/Q (Khintchine)

< 20/p + Y VK| 2D

p/2

=20p+ 4" VK|S 72|, (1.17)

Define E := || >, Z2H1/4 Then comparing Egs. (1.16) and (1.17), we find

2pE? < 20/p + 4p**VKE.

Rearranging gives
E? —2p'/*"VKE — o <0.

Thus F must be smaller than the larger root of the associated quadratic, i.e. £ < (2p1/ WK +
VAK/p+40)/2 pY/*VK +/0. The claim then follows since we have | X —E X||, < 2y/pE% O

Corollary 1.1.18 (Bernstein’s inequality; tail form). Let X1,...,X,, be independent, each bounded
in magnitude by K almost surely. Write X = 1, X; and define o* := Var[X]. Then

YAS> 0,P(IX —EX| > \) < e O/ 4 o~OVEK
for some universal constant C > 0.

Proof. Apply the equivalence of (3a) and (3b) of Lemma 1.1.15 to Theorem 1.1.17. O



Chapter 2

Counting Problems

2.1 Approximate counting

In the following, we discuss a problem first studied in [Mor78].

Problem. Our algorithm must monitor a sequence of events, then at any given time output (an
estimate of) the number of events thus far. More formally, this is a data structure maintaining a
single integer n and supporting the following two operations:

e update(): increment n by 1
e query(): output (an estimate of) n

Before any operations are performed, it is assumed that n starts at 0. Of course a trivial algorithm
maintains n using O(logn) bits of memory (a counter). Our goal is to use much less space than
this. It is not too hard to prove that it is impossible to solve this problem exactly using o(logn)
bits of space. Thus we would like to answer query() with some estimate n of n satisfying

P(|n —n| > en) <6, (2.1)

for some 0 < g, < 1 that are given to the algorithm up front.
The algorithm of Morris provides such an estimator for some ¢, that we will analyze shortly.
The algorithm works as follows:

1. Initialize X < 0.
2. For each update, increment X with probability 2%(
3. For a query, output 7 = 2% — 1.

Intuitively, the variable X is attempting to store a value that is =~ logyn. Before giving a
rigorous analysis in Subsection 2.1.1, we first give a probability review.
2.1.1 Analysis of Morris’ algorithm

Let X,, denote X in Morris’ algorithm after n updates.

Claim 2.1.1.
E2%" =n + 1.

13
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Proof. We prove by induction on n. The base case is clear, so we now show the inductive step.
We have

e}

E2¥ntt = ZP(Xn =7)- E(QXH+1|Xn =7)

Il
e 1
=

j 1 1
(Xn=4) - (P (A= 55) + 57 - 2%
= (2.2)
=Y P(Xp = )2 + ) P(X, =)
=0 r
=E2%" 41
=(n+1)+1

O]

It is now clear why we output our estimate of n as 7 = 2% — 1: it is an unbiased estimator of
n. In order to show Eq. (2.1) however, we will also control on the variance of our estimator. This
is because, by Chebyshev’s inequality,

- 1 - 2 1 X 2
P(|n—n\>6n)<w-ﬂi(n—n) :WE(Q —1—n)“ (2.3)

When we expand the above square, we find that we need to control E22X». The proof of the
following claim is by induction, similar to that of Claim 2.1.1.

Claim 2.1.2.
E(2%Xn) = gnQ + ;n + 1. (2.4)
This implies E(7 — n)? = (1/2)n? — (1/2)n — 1 < (1/2)n?, and thus

1 n? 1
2?2 2 22
which is not particularly meaningful since the right hand side is only better than 1/2 failure
probability when € > 1 (which means the estimator may very well always be 0!).

P(|n —n| >en) < (2.5)

2.1.2 Morris+

To decrease the failure probability of Morris’ basic algorithm, we instantiate s independent copies of
Morris’ algorithm and average their outputs. That is, we obtain independent estimators 71,..., N
from independent instantiations of Morris’ algorithm, and our output to a query is

Since each n; is an unbiased estimator of n, so is their average. Furthermore, since variances of
independent random variables add, and multiplying a random variable by some constant ¢ = 1/s
causes the variance to be multiplied by ¢?, the right hand side of (Eq. (2.5)) becomes

P(ln —n| >en) < <0

2se2
for s > 1/(2226) = O(1/(26)).
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2.1.3 Morris+-+

It turns out there is a simple technique (which we will see often) to reduce the dependence on the
failure probability d from 1/§ to log(1/d). The technique is as follows.

We run t instantiations of Morris+, each with failure probability % Thus, for each one, s =
O(1/e%). We then output the median estimate from all the s Morris+ instantiations. Note that
the expected number of Morris+ instantiations that succeed is at least 2¢/3. For the median to
be a bad estimate, at most half the Morris+ instantiations can succeed, implying the number of
succeeding instantiations deviated from its expectation by at least ¢/6. Define

Y = {1, if the ¢th Morris+ instantiation succeeds. (2.6)

0, otherwise.

Then by the Hoeffding bound,

’ (ZYi : §> = (ZYi ORI —t/6> < 1)
for t > [181n(1/4)].

Overall space complexity. When we unravel Morris++, it is running a total of st = ©(1g(1/8)/e?)
instantiations of the basic Morris algorithm. Now note that once any given Morris counter X reaches
the value lg(stn/d), the probabilitye that it is incremented at any given moment is at most ¢/(nst).
Thus the probability that it is incremented at all in the next n increments is at most §/(st). Thus
by a union bound, with probability 1 — § none of the st basic Morris instantiations ever stores a
value larger than lg(stn/d), which takes O(lglg(stn/d)) bits. Thus the total space complexity is,
with probability 1 — §, at most

O(c~*1g(1/9)(1g1g(n/(£9))))-

In particular, for constant £,0 (say each 1/100), the total space complexity is O(lglgn) with
constant probability. This is exponentially better than the log n space achieved by storing a counter!

Remark 2.1.3. As we will continue to see, designing some random process and associated unbiased
estimator with bounded variance for some desired statistic that can be maintained and computed in
small space is a common strategy. One can then take the median of means of several copies of this
basic structure to then obtain 1+ e-approximation with success probability 1 — 4. In the particular
case of approximate counting, this led to a space blow-up of ©(log(1/6)/c?) though it is possible to
do better by a more tailored approach. Specifically, Morris instead suggests adjusting the increment
probability from 1/2% to 1/(1 + «)X for small a then estimating n as 7 := ((1+ )X —1)/a. This
makes intuitive sense: if we increment with probability 1.0%, then we have a simple deterministic
counter, which has zero variance but poor memory performance. Meanwhile if we increment with
probability 0.5% then the memory usage is reduced at the cost of higher variance. One may
then intuit that if incrementing with probability 1/(1 4+ a)*, space usage increases while variance
decreases as « | 0, which is indeed the case. By bounding variance and applying Chebyshev’s
inequality, it is possible to show that o = ©(£24) leads to (1 + ¢)-approximation with probability
1 — 0 while using space O(log(1/¢) + loglogn +log(1/6)) with high probability [Mor78, Flag85]. In
fact, it is even possible to improve the analysis to show O(log(1/e) + loglogn + loglog(1/4)) space
suffices via a different argument, and to show that this bound is optimal [NY20].
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2.2 Distinct elements

We next consider another counting problem: the count distinct or distinct elements problem, also
known as the Fj problem, defined as follows. We are given a stream of integers i1, ..., iy, € [n]
where [n] denotes the set {1,2,...,n}. We would like to output the number of distinct elements
seen in the stream. As with Morris’ approximate counting algorithm, our goal will be to minimize
our space consumption.!

There are two straightforward solutions as follows:

1. Solution 1: keep a bit array of length n, initialized to all zeroes. Set the ith bit to 1 whenever
i is seen in the stream (n bits of memory).

2. Solution 2: Store the whole stream in memory explicitly (m [logy n| bits of memory).

We can thus solve the problem exactly using min{n, m [log, n]} bits of memory. In order to the
reduce the space, we will instead settle for computing some value # s.t. P(|t — | > et) < §, where ¢
denotes the number of distinct elements in the stream. The first work to show that this is possible
using small memory (assuming oracle access to certain random hash functions) is that of Flajolet
and Martin (FM) [FM85].

2.2.1 Idealized FM algorithm: freely stored randomness
We first discuss the following idealized algorithm:

1. Pick a random function A : [n] — [0, 1]

2. Maintain counter X = min;egtreqm h(7)

3. Output 1/X —1

Note this algorithm really is idealized, since we cannot afford to store a truly random such function
h in o(n) bits (first, because there are n independent random variables (h(¢))7_;, and second because
its outputs are real numbers).

Intuition. The value X stored by the algorithm is a random variable that is the minimum of ¢
ii.d Unif(0,1) random variables. One can then compute the expectation of what the minimum is,
as a function of ¢, and invert that function in hopes of obtaining (a good approximation to) t.

. 1
Claim 2.2.1. EX = -

Proof.
EX:/ P(X > \)dA
0

oo
= / P(Vi € stream, h(i) > X)dA
0

= /OO [I2(6r) > X)ax
0 =1

I'The reason for the name “Fp” is that if one defines a histogram x € R™ with x; being the number of occurrences
of 7 in the stream, then one can define the pth moment Fj, as ). «”. The number of distinct elements is then the
limit of the pth moment for p — 0.
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O

We will also need the following claim in order to execute Chebyshev’s inequality to bound the
failure probability in our final algorithm.

. 2 _ 2
Claim 2.2.2. E X~ = ()

Proof.

1

2 _ 2

E X _/0 P(X? > \)dA

1

= / P(X > VA)dA
0

= / 1(1—\6)%
0

1
= 2/ u' (1 — u)du (substitution u = 1 — V/\)
0

2
(t+1)(t+2)

O]

or the simpler Var[X] < (EX)? = 1

This gives Var[X] =EX? - (EX)? = SR

t
(t+1)2(t+2)°

FM+. To obtain an algorithm providing a randomized approximate guarantee, just as with
Morris+ we form an algorithm FM+ which averages together the outputs from s independent
instantiations of the basic FM algorithm.

1. Instantiate s = [1/(e?d)| FMs independently, FM;,... FM;.
2. Let X; be the output of FM;.

3. Upon a query, output 1/Z — 1, where Z = %Zl X;.

We have that E(Z) = 1, and Var(Z) = 1 ; 7 <5

1 1
ANE (t+1)2(t+2 t+1)2°

Claim 2.2.3. P(|Z — 45| > +5) < ¢

Proof. We apply Chebyshev’s inequality.

1 £ t+1)2 1

P(|Z — > < =
12 =371> 757 &2 st+1)2

Claim 2.2.4. P(|($ —1) —t| > O(e)t) < n
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Proof. If t = 0 (the empty stream), the claim is trivial. Otherwise, by the previous claim, with
probability 1 — 7 we have

1

(1+e)

——1=(1£0@E)(t+1)—1=(1x0E)t+0() = (1+0(e))t
o1

O

FM++. To obtain our final algorithm, again as with Morris++ we take the median output from
multiple independent instantiations of FM—+.

1. Instantiate ¢ = [181n(1/6)] independent copies of FM+ with n = 1/3.

2. Output the median ¢ of {1/Z; — 1}3{:1 where Z; is the output of the jth copy of FM+.

Claim 2.2.5. P([t —t| > et) < 0

Proof. Let

1 if|(1/Z; —1) —t| < et
}/}- =
0 else

and put Y = 22:1 Y;. We have EY > 2¢/3 by our choice of . The probability we seek to bound
is equivalent to the probability that the median fails, i.e. at least half of the FM+ estimates have
Y; = 0. In other words,

q
DY <q/2
j=1
We then get that
P> Y; <q/2) <P(Y —EY < —q/6) (2.8)
Then by a Hoeffding bound, the above is at most
as desired. O

The final space required, ignoring h, is that required to store O(M) real numbers since

€
O(1g(1/6)) copies of FM+ are instantiated, each averaging O(1/€?) copies of FM. Each single FM
just stores a single number (the minimum hash ever seen).

2.2.2 A non-idealized algorithm: KMV

We next describe a modified algorithm for Fy-estimation which does not assume access to a truly
random hash function. Before we continue, we first discuss k-wise independent hash families.

k-wise independent hash families.
Definition 2.2.6. A family # of functions mapping [a] to [b] is k-wise independent if Vj1, ..., ji €
[b] and V distinct i1, ..., € [al,

hg’H(h(Zl) =jiA...ANh(ig) =Jk) = 1/bk
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Example. The set H of all functions [a] — [b] is k-wise independent for every k. |H| = b* so
h € H is representable in algb bits.

Example. Let a =b = ¢ for ¢ = p" a prime power and define H,,, to be the set of all degree
< k — 1 polynomials with coefficients in Fy, the finite field of order q. |[Hpo,| = ¢* so h € H is
representable in klgp = klga bits.

Claim 2.2.7 ([WCT79]). Hpoly is k-wise independent.

Proof. Given ((ir,j,))%_;, there is exactly one degree at most k — 1 polynomial h over F, with
h(i;) = jr for r =1,..., k, via interpolation. Thus the probability

hIeP)H(h(il) =1 A... Ah(ig) = jk)

exactly equals 1/|Hpop,| = 1/p* = 1/b". O

We now present an algorithm of [BYJKT02], later known as the “KMV algorithm” (for “k
minimum values”). We will assume 1/¢% < n, since we will be shooting for a space bound that is
at least 1/¢2, and there is always a trivial solution for exact Iy computation using n bits. We also
assume, without loss of generality, that ¢ < 1/2.

The algorithm is quite similar to the idealized FM algorithm, but rather than maintain only
the smallest hash evaluation, we maintain the k£ smallest hash evaluations for some appropriately
chosen k € ©(1/¢?). The intuition is that the smallest hash evaluation leads us to an estimator
with high variance (all it takes is for one item to hash to something really tiny, which will throw
off our estimator). Meanwhile, if we consider the kth smallest hash evaluation for some large k,
then the variance should be smaller since a single item (or small number of items) cannot throw
off our statistic by having a wildly small or big hash value. This makes some intuitive sense since
the median (k = t/2) is the most robust order statistic to outliers. The tradeoff of course is that
to keep track of the kth smallest hash value we will use space that grows with k, as we will keep
track of all k bottom hash values seen.

Specifically, the KMV algorithm chooses a hash function h : [n] — [M] for M = n?® from a
2-wise independent hash family (the idea here is to discretize [0, 1] into multiples of 1/M). We pick
k= [24/52] We keep track in memory of the k smallest hash evaluations. If at the time of the
query we have seen less than k distinct hash values, then we just output the number of distinct
hash values seen. Otherwise, if X is the kth smallest then we output our estimate of t = F{ as
t=kM/X.

For some intuition: note if we had ¢ > k independent hash values in [0, 1], we expect the kth
smallest value v to be k/(t + 1) (namely, we expect k equally spaced values between 0 and 1).
Thus a reasonable estimate for ¢ would be k/v — 1. If t < k then our output is exactly correct as
long as the distinct elements are perfectly hashed, and indeed this happens with high probability
since all of [n] is perfectly hashed with large probability by our large choice of M. Otherwise, for
t > k> 1/e% we expect k/v > 1/¢2, and thus neglecting to subtract the 1 and simply outputting
k/v gives the same answer up to a 1 + ¢ factor. Since in our actual algorithm we discretize [0, 1]
into multiples of 1/M, our value X is actually representing Mv, and thus we output kM /X.

We now provide a more formal analysis. Note that our hash function h is only 2-wise indepen-
dent! We would like to say that with good probability,

(1—et<t<(l+elt.
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We consider the two bad events that ¢ is too big or too small, and show that each happens with
probability at most 1/6, and thus the probability that either happens is at most 1/3 by the union
bound.

First let us consider the case that ¢ > (1 + ¢)t. Since t = kM/X, i.e. X = kM/t, this can only
happen if at least & distinct indices in the stream hashed to a value smaller than kM /((1 + €)t).
Let Y; be an indicator random variable for the event that the ith distinct integer in the stream
hashed to a value below kM/((1 + ¢)t), and let Y denote 3 i_, ¥;. Then EY; < k/((1 + £)t) and
thus

EY <k/(1+e¢).
We also have Var[Y;] < EY? =EY; < k/((1+ ¢)t), and thus
VarlY] < k/(1+¢)

as well (note Var[Y] = > . VarlY;] since the Y; are pairwise independent). Thus by Chebyshev’s
inequality,

ko (1+e)? 1+4e¢
1+e k22 €2

PY>EK) <P(|Y -EY|>k(1-1/(14+¢)) < < 1/6.

We can similarly bound the probablity that # < (1 — )t. This can only happen if there weren’t
enough distinct indices in the stream that hashed to small values under h. Specifically, let Z; be
an indicator random variable for the event that the ith distinct integer in the stream hashed to a
value below kM/((1 — €)t), and define Z = 3, Z;. Then ¢ < (1 — )t can only occur if Z < k. But
we have k/(1—¢e)t) > EZ; > k/((1—e)t)—1/M > (14+¢)k/t—1/M (the 1/M is due to rounding).
We note 1/M < ek/(4t) since € > 1/y/n and t < n. Thus k/((1 —e)t) > EZ; > (1 + 3¢/4)k/t,
implying

E/(1—e)>EZ > (1+3¢/4)k

and also since Z is a sum of pairwise independent Bernoullis, again
Var[Z]| <EZ < k/(1—e¢).
Thus by Chebyshev’s inequality,

k16 161
1—¢ 922k2 " 9(1—¢) &%k

P(Z <k)<P(|Z-EZ| > (3/4)ck) < < 1/6,

as desired.

Other comments. It is known, via a different algorithm, that for constant failure probability
space O(1/e? + logn) is achievable [KNW10b], and furthermore this is optimal [AMS99, Woo04]
(also see [T'SJ08]). An algorithm that is more commonly used in practice is HyperLogLog [FEFGMO7].
Although it assumes access to a truly random hash function, and asymptotically uses a factor 1glgn
more space than the algorithm of [KNW10b], its performance in practice is superior. For a histor-
ical discussion of the development of HyperLoglog and other distinct elements and approximate
counting algorithms (e.g. Morris), see [Lum18]. For arbitrary, potentially subconstant failure prob-
ability d, the optimal bound is ©(¢72?log(1/8) +logn); the upper bound was shown in [Bta20], and
the lower bound in [AMS99, JW13].
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2.2.3 Another algorithm via geometric sampling

We now describe another approach to designing a small-space algorithm for the distinct elements
problem. This algorithm will use more memory than the KMV algorithm, but it serves the pedagogi-
cal value of introducing a technique that is common in the design of streaming algorithms: geometric
sampling. The main idea of geometric sampling is to pick a hash function h : [n] — {0,...,logn}
from a 2-wise independent family with elements in the hash function’s range having geometri-
cally decreasing probabilities: P(h(i) = j) = 2-U*D for j < logn (and P(h(i) = logn) = 1/n)>.
This hash function A then naturally partitions the stream into logn + 1 different “substreams”
50, - - - Slogn, where S, is the stream restricted to {i : h(i) = r}. Each S, is then fed into some
separate data structure D,. In the specific case of distinct elements, D, is a data structure that
solves the following promise problem (for some parameter k): if ¢ < k, then the number of distinct
elements must be output exactly; otherwise, the data structure may fail in an arbitrary way. This
problem has a trivial deterministic solution using O(klogn) bits of memory: write down the indices
of the first k distinct elements seen (and if a (k + 1)st element is seen, simply write Error). We first
show that such an algorithm (with & = k; a constant) can give a constant-factor approximation
to t := Fy with good probability. We then run the same algorithm in parallel with some larger
k = ko = C/e2. Let then r* be such that t/2" = ©(1/¢?), which we can calculate based on our
constant-factor approximation to t (in the case that t < 1/&? there is no such 7*, but this case can
be solved exactly by keeping track of an extra data structure D’ with k = ks that ignores h and
processes all stream updates). In expectation, the number of distinct elements Fy(r*) at level r* is
t/ 27", and the variance is upper bounded by this quantity as well. Thus by Chebyshev’s inequality,
Fo(r*) = /27 £ O(\/t/27") = (1 £ €)t/2"" with large constant probability. By choosing C' large
enough, we can also guarantee that (14 ¢)t/2" < ko so that we typically output Fy(2"") correctly,
exactly. Then multiplying the output of D« by 2" gives (1 + ¢)t with large probability.

A constant-factor approximation. The data structure is as mentioned above with k; = 1.
Given an integer i in the stream, we feed it to the data structure Dy,(;). Then to obtain a constant-

factor approximation, we return 2¢ for ¢ being the largest value of r € {0,...,logn} such that
D,.query() # 0 (even if D, reports an error, we count that as not returning 0). Note that ¢ is a
random variable, as it depends on h.

In the analysis below, we define L := log, t.

Lemma 2.2.8. P(¢{ > L +4) <1/8.
Proof. For any r we have Ej, Fy(r) = t/2". Thus

Pl >L+4)=P(Fr>L+4:Fy(r)>0)
logn
< Z P(Fy(r) > 0) (union bound)
r=[L+4]
logn
= Y P(Fy(r) > 1) (Fy(r) is an integer)
r=[L+4]

20One way to implement such & is to select ' : [n] — [n] from a pairwise independent family and defining h(i) to
be the index of the least significant bit of h'(%).
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Lemma 2.2.9. P(Fy([L—4]) =0) < 1/8.

Proof. Write ¢ = Fy([L — 4]) so that Eq = t/2/24] and Var[q] < Eq by pairwise independence
of h. Then

P(q=0) <P(lg—Eq| > Eq)
<B(lg—Eq > vEqv/Varld
1
< o (Chebyshev’s inequality),
which is less than 1/8 by the definition of L. -

Lemma 2.2.8 tells us that it is unlikely that ¢ > log, +4 (and thus unlikely that our estimator
is bigger than 16¢). Lemma 2.2.9 implies it is unlikely that ¢ < [L — 4]. Thus by a union bound,
we have the following result.

Lemma 2.2.10. 2° € [t,16t] with probability at least 3/4.

Refining to (1 + ¢)-approximation. We run the constant-factor approximation algorithm in
parallel, so that at any point we can query it to obtain ¢ := 2¢. We henceforth condition on the
good event that € [=t, 16t].

Define ko = (512/62 + 68/ 6]. We first check whether ¢ < ko by checking D’; if so, we return
D’.query(), which is guaranteed to equal ¢ exactly with probability 1. Otherwise, as mentioned in
Subsection 2.2.3 we define r* such that t/2" = ©(1/e?); specifically we set r* = [log,(e%t/32)].
Then due to rounding from the ceiling function and also by our guarantees on #, we have 1/¢2 <
/27" < 512/e%. We also have Vary[Fo(r*)] < /27", and thus by Chebyshev’s inequality Fy(r*) =
t/2" +£3\512/e = t/2" + 68/ = (1 £ 68¢)t/2" with probability at least 8/9. In this case, (1)
scaling up Fy(r*) by 27" gives a 1 + O(e) approximation as desired (which can be made 1 + ¢ by
running this algorithm with &’ = £/68, and (2) we can know Fy(r*) exactly (in order to scale it up)

since Fy(r*) < kg by our choice of ky. In summary we have:

Theorem 2.2.11. There is an algorithm for (1 + €)-approximation of Fy with probability 1 — ¢
using O(e=2log? nlog(1/68)) bits of memory.

Proof. The constant factor approximation suceeds with probability at least 3/4. Conditioned on it
succeeding, our refinement to 1+ ¢ approximation succeeds with probabliity at least 8/9. Thus our
overall success probablity is at least 3/4 - 8/9 = 2/3, which can be amplified to 1 — ¢ in the usual
manner by returning the median of ©(log(1/4)) copies of this basic data structure.

We now analyze the memory to obtain success probability 2/3; for probability 1 — §, this
increases by a multiplicative log(1/0) factor. Recall we run two algorithms in parallel, with &y = 1
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and ko = ©(1/¢)?; we focus on the latter since its memory consumption is strictly more. Storing
the hash function h requires only O(logn) bits. D’ takes an additional O(kologn) = O(s~?logn)
bits of memory. Similarly, each D; takes O(kzlogn) bits of memory and there are logyn + 1 such
structure, yielding the desired space bound in total. O

Remark 2.2.12. One advantage of this algorithm over the KMV algorithm is that its update and
query times are faster; in fact in the so-called “transdichotomous word RAM model” (where the
word size is at least logn bits) [F'W93], these times are O(1) (for success probability 2/3), whereas
the natural implementation of KMV would use a heap and have ©(log(1/¢)) update time. To
see this, we can store the distinct elements in D’ and each D, using a dynamic dictionary data
structure such as hashing with chaining, which supports O(1) worst case expected update time.
We also know which D, to update since we can compute h(i) for each ¢ in constant time. For the
constant-factor approximation algorithm, since k; = 1 we need not store the identity of the seen
item in D,; we can simply mark a bit 0 or 1 as to whether any item has ever been seen. As there are
log n such bits, we can store them in a single machine word x. We can find the largest non-empty
D, by computing the index of the least significant set bit of =, which can be done in O(1) time in
the word RAM model [Bro93]. For the parallel data structure with larger ks = ©(1/£?), updates
are similarly fast; for queries, we only query the size of a single D, (namely D,«), which takes
constant time. Thus overall, queries are worst case O(1) time, and updates are O(1) expected time
(the bottleneck being the use of dynamic dictionary in each D).

2.3 Quantiles

In this problem we see a stream of comparable items y1,¥s,...,¥n, in some arbitrary order. For
example, z; could be the response time to serve request ¢ in some system. We will use x1,...,x,
throughout this section to denote the y; in sorted order: z1 < x2 < --- < x,. Without loss of
generality we can assume no two items are equal, since any algorithm can interpret y; in the stream
as (y;,1) and use lexicographic ordering. We are also given up front some € € [0, 1) at the beginning
of the stream. At query time we would then like to support three (really two) types of queries:

e rank(x): if r is such that z, < z < x,4; (i.e. it is the true rank of r), then return r & en.
e select(r): return any item whose rank in the sorted order is r + en.
e quantile(¢): this is syntactic sugar for select(¢n).

Going back to the example, a typical use of such a data structure is to answer quantile queries
for ¢ = 0.999 say, when monitoring the performance of a system to ensure that 99.9% of user
queries are responded to quickly. We remark that the assumption that the y; are distinct is not
necessary but just simplifies the remaining discussion in this section; without that assumption,
one could leave the requirement of rank(x) unchanged (any 7 satisfying the given inequalities is
acceptable), and for select(r), if x, = £441 = -+ = xp = z, then it is acceptable to return x as long
as [a,b] N [r —en,r + en] # 0.

The state-of-the-art algorithms for this problem are as follows. By a “comparison-based” sketch,
we mean a sketch that works in the model where items come from an infinite universe in which
between any two values x < y there exists a z such that ¢ < z < y, and the memory of the
algorithm can be divided into M; and My (see [CV20]). Here M is a subset of items seen, and Mo
is some extra storage that is only allowed to keep track of results of comparisons between stream
items and those items in M;. When processing a new stream update x, we are allowed to compare
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x with all elements of M;, possibly store some of those results in M, then also possibly include
z in My and remove some current items from Mj. All decisions made are determined only by the
results of comparisons.

e Deterministic, not comparison-based. If the input values are known to come from a
finite universe {0,...,U—1}, the q-digest sketch [SBAS04] solves quantiles sing O(¢ ™! log U)
words of memory.

e Deterministic, comparison-based. The GK sketch [GK01] uses O(e~!log(en)) words of
memory, which was recently shown to be best possible for any deterministic comparison-based
algorithm [CV20].

e Randomized, comparison-based. The KLL sketch [KLL.16] when given parameter J at
the beginning of the stream uses O(¢~!loglog(1/§)) words of memory and succeeds with
probability 1 — 4. That is

V queries ¢, P(KLL answers ¢ correctly) > 1 —§
If one wants the “all-quantiles” guarantee, i.e.
P(V queries ¢, KLL answers ¢ correctly) > 1 — 0,

then this is accomplished using O(s~!loglog(1/(8))) words of memory. For achieving the
first guarantee, they also prove that their bound is optimal up to a constant factor (see also
[CV20] for a strengthening of the lower bound statement).

Open: Is g-digest optimal?
Open: Can one do better than the KLL sketch by not being comparison-based?
Open: The GK analysis is complex; can one match its performance via a simpler approach?

For more details of these and several other sketches, see the survey by Greenwald and Khanna
[GK16]. As that survey was written in 2016 though, some of the more recent results on quantiles are
not covered, e.g. the KLL sketch [KLL16] and a faster version using the same memory [ILL"19], an
optimal lower bound for deterministic comparison-based sketches [CV20], and some recent works
on relative-error quantile sketches (see [CKL"20] and the references therein). Some of these more
recent developments appear in Chapter 4 of the upcoming book of Cormode and Yi [CY20].

In the following sections, we will cover the following sketches: (1) the q-digest sketch, (2) the
MRL sketch [MRL98], which is deterministic and comparison-based but achieves the worse memory
bound O(¢~'log?(en)) when compared to the GK sketch, and (3) KLL.

2.3.1 (qg-digest

In this setting, where items have values in {0,...,U — 1}, we will allow for items of the stream to
have the same value and not do the reduction y; — (v;, ) mentioned in Section 2.3. The main idea
of this data structure is to conceptually imagine a perfect binary tree whose leaves correspond to the
values 0,1,...,U — 1. For every node v in this tree, we have a counter c[v]. Each node represents
an interval of values, from its leftmost leaf descendant to its rightmost. The q-digest structure
will store the names of all v with c[v] # 0, together with their c[] values. Ideally we would like
that c[v] is zero for all internal nodes of the tree, and equals the number of occurrences of v in
the stream for every leaf node v. Doing so is equivalent to simply storing a histogram: for each
x €40,...,U—1}, we keep track of the number of stream elements equal to z. An exact histogram
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would of course allow us to answer all rank/select queries exactly (with ¢ = 0), but unfortunately
could be too memory-intensive if too many distinct values are seen in the stream (which could be
as large as min{n,U} values). To remedy this, q-digest occasionally merges two sibling nodes
into their parent, by zeroing out their c[] values after adding them to their common parent. This
naturally saves memory by zeroing out nodes, at the expense of worsening accuracy: for counts
stored at an internal nodes v, we cannot be sure what precise values the items contributing to those
counts had within v’s subtree.

In what follows we assume U is a power of 2, and we write L := log, U. This is without loss of
generality, as if not we could simply round U upward and increase it by at most a factor of 2. In
the perfect binary tree, we refer to the sibling of a non-root node v as s [v], and its parent as p [v].
For a non-leaf v, we use left[v],right [v] to denote its left and right children, respectively.

q-digest sketch:
initialization // ¢ € (0,1) is given
1. n+0

2. S« 0 // set of (v,c[v]) pairs with c[v] #0; note c[v] =0 for v not tracked by S
3. K:=[6L/¢c]

insert(:) // see item ¢ in the stream
1. n<n+1
2. if leaf node 7 is in S:
cli] «—clil +1
else:
S+ Su{(1)}
if |S| > K:
compress()

OO W

compress() // the root has depth 0, and leaves are at depth L

1. for{=L,L—1,...,1:

2. for each node v in S at level £:

3. if clplvl]l +clv]l + clslvl] <en/L:

4. clplvl] < clplvl] +clv]l +cls[v]l]
5. clvl <0

6. clslvl] <0

7.

adjust S as needed (remove v and s[v], and associate p[v] with its new c[p[v]] value)

rank(x) // let t[v] denote the the sum of all c[u] values of nodes u in v’s subtree
1. // below we express = = ZiL:_Ol x;2" in binary
2. v < root
3. ans < c[v]

4. fori=L—1,L—2,...,0:

5 if z; = 1:
6. ans < ans + t[left [v]]
7. v < right[v]
8. else:
9. v < left [v]
10. ans < ans + c[v]

11. return ans

select(r)

1. A<+ clroot], v < root,x <+ 0
2. fori=L—-1,L—-2,...,0:

3. if A+t[leftlvl]] >r—1:
4. v < left[v]

5 else:

6. A+ A+ clleftv]]
7. v < right [v]

8 X x+2°

9 A<+ A+ clv]

10. return x

Figure 2.1: Pseudocode for gq-digest; bottom-up implementation.
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Fig. 2.1 provides a bottom-up implementation of g-digest (bottom-up since updates directly
affect the leaves, and only percolate upward later when compress is called). S can be implemented
as any dynamic dictionary data structure. A top-down recursive implementation of both insert and
compress is also possible; see [CY20, Chapter 4] for details.

To answer queries, we let t [v] denote the sum of all c[] values of nodes in its subtree, including
its own c[v] value. When answering rank(x), we return the sum of all c[] values of leaves to the
left of and including x, as well as their ancestors. We can accomplish this by traversing the unique
root to = path in the tree and keeping a running sum (see Fig. 2.1). To answer select(r), we would
like to find the unique value x € {0,...,U — 1} such that the sum of all c[] values of leaves to
the left of and including x, and their ancestors, is at least r — 1, whereas the same computation for
x —1 would be strictly less than  — 1. We find such z via a depth-first search (DFS) from the root.
We keep a running sum A that approximates the number of stream elements that are strictly less
than the entire range covered by the current node v, and we return the leaf that our DFS lands;
see Fig. 2.1 for details.

Lemma 2.3.1. g-digest answers both rank and select correctly, i.e. with error £en for each.

Proof. The key observation is that any element x in the stream contributes to the c[] value of
exactly one node: either z’s leaf node, or one of its ancestors. For the calculation of rank(x), note
that any z < z either increments the counter of some ancestor of x, or of some node in the left
subtree of an ancestor of z, and thus it is counted. For z > x, it either increments the counter
of some node in the right subtree of an ancestor of x (in which case it is not counted when we
calculate rank(x)), or it increments the counter of an ancestor of x (in which case it is counted).
But = has only L ancestors, and each one has a counter value of at most en/L by compress, so
the total error introduced by larger z is at most L - (en/L) = en. Similar reasoning implies the
correctness of select, which we leave as an exercise to the reader. ]

The following lemma motivates our choice of K in the pseudocode, as it means we only have to
call compress after every at least roughly K /2 updates. Thus the amortized runtime to compress is
improved compared with running it after every insertion (which would still be correct and improve
the space by a factor of two).

Lemma 2.3.2. After any call to compress, the resulting S will have size at most 3L/ + 1.

Proof. Consider S after compression. Then for any node v tracked by S which is not the root,
clplvl]l +clvl +clsvl] >en/L.

Summing over such v,

3n> > clplvll +clvl +clslvl] > (|S| - 1)en/L, (2.9)

v notVtGhS(; root
where the LHS holds since each stream element contributes to exactly one c[v] counter, and each
c[v] appears at most three times in the above sum (it is the sibling of at most one node in S, and
the parent of at most one node in S). Rearranging gives |S| < 3L/e + 1, as desired. O

Remark 2.3.3. There are several valid decision choices in an implementation of q-digest. For
example, it is correct to call compress after every insertion, though that would increase runtime
unnecessarily. Alternatively, one could percolate up merges into the parent starting from node
until reaching either the root or a parent whose c[] value would be too large to allow the merge.
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Doing so helps deamortize the data structure to prevent frequent calls to compress (every ~ K/2
updates), but at the same time, note that n is changing: it increases after every insertion. Thus
capacities of nodes to hold more in their counters is continuously increasing: previous parents which
rejected merges may later allow them due to increased capacity. To ensure that |S| always stays
small, one could then call compress every time n doubles, say. The RHS of Eq. (2.9) in between
calls to compress would still be at least (|S| — 1)en/(2L), implying that the data structure always
has size at most 6L/ + 1 even between calls to compress.

2.3.2 MRL

MRL sketch:
initialization // € € (0,1) and the final stream length n are given

1. k:=¢e '[log(en)] + 1, rounded up to the nearest even integer

2. L := [log(n/k)]

3. // the below A; arrays are l-indexed

4. initialize empty “compactor” arrays Ao, ...,Ar each of size k, initialized to have all null entries

insert(i) // see item ¢ in the stream
1. insert ¢ into Ag // i.e. replace the first non-null entry in Ap with ¢

2. 70
3. while A; has size k: // i.e. no non-null entries
4. sort(4;)
5. insert A; [1]1,A;[3],...,A;[n-1] into Aj 41
6. set all entries of A; to null
7. j—Jj+1
rank(x)

1. ans <0

2. for j=0,1,...,L:

3. for each item z in Aj;:
4. if z < x: )
5. ans < ans + 2/
6. return ans

select(r) )
1. B < array containing (z,2’) for every z € A;, over all j € {0,...,L}
2. sort B lexicographically i
3. 4 < smallest index such that >’ B[j].second > r
4. return B[i] .first

Figure 2.2: Pseudocode for MRL sketch.

The MRL data structure of [MRL98] is also deterministic, but is comparison-based and therefore
does not need to assume knowledge of where the universe comes from. It does however need to
know the length n of the final stream in advance®. The space complexity will be O(e~"log?(en)).
Though we have not yet spoken about mergeability of sketches, we briefly do so now to state an
open problem related to this concept. Roughly speaking, a sketching algorithm is fully mergeable
if given two sketches S; and Sy created from inputs D; and Do, a sketch S of D := D; U Do
can be created with no degradation in quality of error or failure probability, and satisfying the
same efficiency constraints as S1,59. Furthermore, this mergeability condition should hold in an
arbitrary merge tree of several sketches (i.e. it should be possible to merge a previous merger of
sketches with another merger of sketches, etc.). The MRL sketch unfortunately does not satisfy
this property because, as we will soon see, the data structure sets an internal parameter k£ based on
n at the beginning of the sketching procedure. Thus if k; is set based on n; := |D;| and ko based

3The more space-efficient GK sketch does not need to know n in advance. Also, for the MRL sketch it suffices to
only know an upper bound N on the final stream length, and the memory bounds will then have n replaced with N.
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on ngy := | Dy, it is not clear how to combine the skeches with different & parameters into a new
sketch with k3 = n; 4+ ng without increasing the error € guaranteed by the original two sketches.

Open: Does there exist a deterministic, comparison-based quantiles sketch using o(n) memory
which is fully mergeable? It is conjectured in [ACH"13] that the answer is no.

The main component in the MRL sketch is a compactor, which has a single parameter k that
is a positive even integer. A compactor stores anywhere between 0 and k items. When it is full,
i.e. has k items, it “compacts”: this amounts to sorting its elements into z; < zo < -+ < =z
then outputting the odd-indexed elements x1,x3, s, ..., zr_1. In the MRL sketch compactors are
chained together, so that the output of one compactor is inserted into the next compactor, possibly
causing a chain reaction; see Fig. 2.2.

& @ @& ‘@ e e @ & @& e
‘@ e eoe6 ‘6 o ‘@ o
Figure 2.3: Illustrative figure for understanding error introduced during compaction.

A picture to keep in mind for how compaction introduces error into rank queries is drawn in
Fig. 2.3. Imagine the query element is x (the red dot), and let the black dots be the elements of
the stream currently living in one of the compactors with k = 8, arranged in sorted order. In truth,
3 of these elements are less than z. But after compaction and moving the four boxed elements
into the next level, we will see that two of the boxed elements are less than x and thus think that
4 original elements were less than . Being off by one in this count introduces an error of 27 for
compactions performed at level j. Note also that if x had even rank in the sorted order amongst
these elements, no error would be introduced at all. Thus the error introduced for any x during a
compaction at level j can be expressed as 1,27, where 7, € {0,1} depends on the parity of x’s rank
amongst the items that were compacted. Thus for any x, querying the rank of x has additive error

mj

L-1
E(z) = Z an,j,ﬂja (2.10)
j=0 i

where m; is the number of compactions performed by A;. Since there are only n items in the
stream, there are at most n/2’ items that are ever inserted into A;. A compaction clears out k
elements at a time, and thus m; < n/(k2’). Therefore

L (2.11)

To ensure Eq. (2.11) is at most en, we must set k so that L/k = [log(n/k)]/k < e. That is,
k > e log(n/k)]. This inequality is satisfied by our choice of k.

Theorem 2.3.4. The MRL sketch uses space O(klog(n/k)) = O(~!log?(en)).
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2.3.3 KLL

KLL is a randomized sketch that, for any fixed rank query, succeeds with probability 1 — §. Its
space usage is O(¢ !'loglog(1/§)) words. As mentioned in Section 2.3, it can also provide the
“all-quantiles” guarantee using O(¢~!loglog(1/(£d)), in which case select can be implemented by
performing rank queries on every stored item.

The starting point of KLL is a randomized improvement to the MRL sketch given in [ACH " 13].
This randomized MRL sketch is identical to the MRL sketch, except that rather than a compactor
always output the odd-indexed elements, it uniformly at random decides to either output the odd-
or even-indexed elements in the sorted order. Thus, again looking at Fig. 2.3, we see that the
error introduced when estimating rank(x) by any compaction at level j can be expressed as no27,
where n € {0,1}, and 0 € {—1, 1} is uniformly random. Then we can rewrite the error term in our

estimate for rank(x) as
L—1 mj

B(x) =Y nejioja2’, (2.12)

§=0 i=1

This error random variable precisely fits the setup of Khintchine’s inequality (see Theorem 1.1.7),
where the vector “z” in the statement of the inequality has entries () ;i2”);;. Then we see that

L-1

. 2
lz)3 < 3" my2¥ < % 9l <9 (%) . (2.13)
j=0
Plugging into Khintchine’s inequality, we therefore have
2
P(|E(x)| > en) < 2¢7 " 52 (2.14)

which is at most & for k = [e~1,/21log(1/5)]. Note also a further benefit: since k does not depend
on n, we do not need to know n in advance. Although the number of compactors does depend on
n, we can simply start off with only one compactor and allocate new compactors as they become
needed. We thus have the following theorem.

Theorem 2.3.5. There is a randomized, comparison-based sketch for quantiles with additive error

+en and failure probability at most § using O(~1y/log(1/8) log(en/+/log(1/6))) words of memory.

This algorithm does not need to know the stream length n in advance.

KLL then makes further optimizations to improve the space complexity. The first optimization
is to not make all the compactors have equal size. Rather, the last compactor A7, will have (the
largest) size k. Then compactor Az_; will have size equal to the maximum of 2 and ~ (2/3)7k. Since
we do not know n a priori and thus do not know how many compactors we will need, this is achieved
by making our compactors have dynamically changing sizes. For example, initially we will only
have one compactor Ay with capacity k. Then when a compaction finally happens, we will create
Ay with capacity k and shrink the capacity of Ag to its new, smaller capacity. It can be shown that
the number of compactors at any given time is still log(n/k) + O(1). Furthermore, the number of
compactions m; at level j is still at most n/(k27). Similar computations to Eqs. (2.13) and (2.14)
then imply k = O(e~14/log(1/6)) still suffices, but since our compactor sizes are geometrically
decreasing (down to a minimum size of 2), our space is improved. In particular, we have the
following theorem, which improves Theorem 2.3.5 by making the logn term additive instead of
multiplicative.
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Theorem 2.3.6. There is a randomized, comparison-based sketch for quantiles with additive error

+en and failure probability at most § using O(e~11/log(1/68)+log(en/+/log(1/5))) words of memory.

This algorithm does not need to know the stream length n in advance.

We only sketch the remaining improvements to the KLL sketch. The first is to observe that
since we enforce that all capacities must be at least 2 and otherwise compactor capacities decay
geometrically, only the top O(logk) compactors have size more than 2, and the bottom T =
L—0O(log k) compactors all have size exactly 2. One can view the action of these bottom compactors
then in unison: from the input stream, elements come in, and the output then of compactor Ap_4
is a uniformly random element amongst 27 input stream elements. Thus, rather than spend O(T')
space implementing these 7' elements, we can implement a sampler using O(1) words of memory.
This improves the overall space to O(k) down from O(k + log(n/k)). The next idea is to make all
the top s compactors have size k, and only compactors Az_; for j > s have size ~ (2/ 3)7k. Then
the space is O(sk), but re-examining the error term:

L—1 my

EG) =D nejioi2

j=0 i=1

L—s mj

L—-1
Z and"iajﬂ‘zj + Z mj2j

§=0 i=1 j=L—s+1

IN

L—s mj

Zznx,j,mj,z’?j + =2

j=0 i=1 \Ii.z
B

IN

«

Then for the o term, a simpler computation to Eq. (2.13) yields a bound on ||z||3 of 2(n/k)? - 275,
We can then apply Khintchine as above to obtain failure probability

_e2p2. k2 .98

P(|la] > en/2) < 2e 8n?
If s = [InIn(1/6))], then the above is at most J as long as k > v/8/e. On the other hand, we
must also ensure 8 < en/2, which requires k > s/e. Thus overall, we can afford to set k =
O(e'loglog(1/6)), which leads to a space bound of ks = O(e~!(loglog(1/6))?).

The final optimization to achieve the improved space bound is to observe that the bottleneck
above comes from the top s compactors. We can instead replace them by an optimal deterministic
sketch, such as the GK sketch. Thus outputs from A;_, are fed into the GK sketch and can be
viewed as all having the same weight 275!, When we add in the GK rank query output into our
rank query outputs, we thus multiply its output by 2275*! first. We thus overall have the following
theorem.

Theorem 2.3.7. There is a randomized, comparison-based sketch for quantiles with additive error
+en and failure probability at most § using O(s~loglog(1/8)) words of memory. This algorithm
does not need to know the stream length n in advance.

Remark 2.3.8. Although Theorem 2.3.7 gives an optimal memory bound for this problem amongst
comparison-based solutions, it is not known to be fully mergeable (see the definition sketch in
Subsection 2.3.2). This is because the GK sketch it uses in the last optimization is not known to be
fully mergeable. Without this optimization though, KLL is fully mergeable. Thus, the best fully
mergeable sketch we have uses space O(s~!(loglog(1/6))?); see [KLL16] for details.



Chapter 3

Lower Bounds

In this chapter we discuss common techniques for proving lower bounds for the size of a sketch to
solve some problem, or for the memory used by a streaming algorithm to solve some task. There
are two main techniques common in this area: compression-based arguments, and communication
complexity.! We discuss these both in the below sections, together with example applications.

3.1 Compression-based arguments

3.1.1 Distinct elements

Recall in Section 2.2 we discussed computing the number of distinct elements in a data stream. In
that problem we saw a stream z1,. .., z,, of (possibly non-distinct) elements in a stream, each in
{1,...,n}. We developed randomized, approximate algorithm: that is, if the true number of distinct
elements is ¢, the algorithms we discussed achieving non-trivially low memory used randomness to
output a number ¢ satisfying

P(|t —t| > et) < 4.

for some £,6 € (0,1). One could ask: were both randomization and approximation necessary? Could
we have a randomized exact algorithm that fails with some small probability §7 Or a deterministic
approximate algorithm? It turns out that the answer to both of these questions is no [AMS99].
Before proving so, we first show that the strongest possible guarantee, i.e. an algorithm that is both
exact and deterministic, requires €(n) bits of memory. The proof we give will be the first example of
a compression argument. Applied to streaming algorithms, essentially such proofs fit the following
template: if there exists an algorithm that uses very little memory (say S bits), then there exists
an injection (we often refer to as the encoding) Enc : A — {0,1}90%). Therefore g(S) > log, A,
which depending on g, may imply some lower bound on S in terms of log A. Such arguments are
called compression arguments because they show that a streaming algorithm existed that was too
good to be true (uses too little memory), then we would be able to compress a big set, i.e. A, into
a smaller one.

Theorem 3.1.1. Suppose A is a deterministic streaming algorithm that computes the number of
distinct elements exactly. Then A uses at least n bits of memory.

Proof. We show that the existence of A implies the existence of an injection Enc : {0,1}" — {0,1}°.
Therefore S > n. The injection is defined as follows. Given some z € {0, 1}", we artificially create

!These techniques are not actually disjoint; some communication complexity bounds are ultimately proven via
compression-based arguments.

31
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a stream that contains in some fixed (say sorted) order all i such that x; = 1. We then run the
algorithm A on it, then define Enc(z) to be the memory contents of A.

To show that Enc(z) is an injection, we show that we can invert it (or “Decode”) via some
inverse function Dec. If M is an S bit string, then Dec(M) is defined as follows. We initialize A
with M as its memory. We then execute the following:

s < A.query() // support size of z, i.e. |{i:z; # 0}
z + (0,0,...,0)
fori=1...n:
A.update(i) // append i to the stream
r < A.query() // will either be s or s+1
if »r=s: // Encoder must have included 7, so it wasn’t a new distinct element
T; < 1
ST
return

O]

We next show that no deterministic exact algorithm exists using o(n) bits of memory. Before
doing so though, we introduce the concept of an error-correcting code.

Definition 3.1.2. An error-correcting code is a set C C [g]'. Here q is referred to as the alphabet
size and £ as the block length. The Hamming distance between two elements of [q]’ is the number
of entries where they differ, i.e. A(z,y) := |{i : z; # yi}|. The relative Hamming distance is
§(z,y) = A(z,y)/¢. The distance of the code is min. »cc A(c, ) and the relative distance of the
code is ming »ec d(c, ).

There are entire books and courses devoted to error-correcting codes (and more generally, the
topic of “coding theory”), so we do not attempt to do the entire field justice here. One of the main
reasons codes are useful objects of study is the following observation, which follows by the triangle
inequality.

Observation 3.1.3. If C has distance D, then the open Hamming balls of radii D/2 about all
¢ € C are disjoint.

In other words, if an adversary takes a codeword ¢ € C' then changes fewer than D/2 of its
entries to produce a new & € [q]¢, then another party can later uniquely “decode” ¢ to obtain c.
That is, there is a unique ¢ € C that could have been modified in this way to obtain ¢. This
observation is why such C are called error-correcting codes: one can imagine that a user wishes to
transmit an m-bit message M for m = |log, |C|| to some other user(s). If all users agree ahead of
time on some injection Enc : {0,1}"™ — C, then the sender can transmit Enc(M ). The channel of
transmission may then have noise that corrupts what was sent (e.g. scratches on a CD, or static on
a phone line), but as long as the channel corrupts fewer than D/2 entries of the encoded message,
the recipients can uniquely decode to recover M precisely.

One other parameter typically of interest when discussing codes is the rate of the code. Essen-
tially the rate measures the following: if the original messages and the codewords are over the same
alphabet [¢], then by what multiplicative factor do messages blow up after encoding. More precisely,
rate is the inverse of this quantity: C has enough codewords to support encoding length-log, IC|
messages with alphabet [g]. Meanwhile, these messages are being blown up to length ¢. Thus the
rate is defined as (log, |C|)/¢. Rates are numbers between 0 and 1 and are a form of measuring the
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efficiency of the code from a redundacy perspective: the closer the rate is to 1, the more efficient it
is.

For our purposes in proving sketching lower bounds in this chapter, we do not need to explicitly
describe any code, but rather just show that good codes exist. We will do so via the probabilistic
method.?

Theorem 3.1.4. For any integers q,n > 1, there exists a code C with |C| = n and block length
¢ = O(qlogn) with relative distance 1 —6/q.

Proof. We pick ¢; € [q]e uniformly at random, and do so independently for i = 1,2,...,n. We then
wish to show that C = {¢;}"; has the desired property with positive probability. Look at some
particular pair ¢ # ¢ € C. Let Y}, for k =1,2,...,t be an indicator random variable for the event
¢i = ¢j. Then the Y}, are independent Bernoulli with parameter 1/¢q. Then Y = Zi:l Y: equals
¢ — A(c,d) and has EY = £/q. By the upper tail of the Chernoff bound in the regime A > 2e — 1
(see Eq. (1.4) and Remark 1.1.5),

P(Y > 6¢/q) < exp(—Q(¢/q)),

which is less than 1/n? by choice of . Thus by a union bound over all choices of ¢ # ¢’ € C, the
probability that there exists such a pair with ¢ — A(e, ') > 6¢/q is strictly less than 1. Thus, the
desired code exists. O

Corollary 3.1.5. For any integer n > 0 and any integers £,q > 1 such that n = qf, there exists a
subset By of {0,1}" satisfying the following properties:

1. Every c € By has support size €, i.e. |{i:c; # 0} = L.
2. Forc#cd € By, |{i:ci =c}| <60/q.
3. |By,el = exp(2(¢/q)).

Proof. The corollary follows from Theorem 3.1.4 by writing codewords in unary. That is, for each
c € C C [q]*, we convert it into an element of {0,1}9 by replacing each entry ¢; in ¢ with an element
of {0,1}? (by putting a 1 in the ¢;th position and 0’s in the other ¢ — 1 positions). O

Now we are ready to present a lower bound against deterministic but approximate algorithms
for the distinct elements problem.

Theorem 3.1.6. Suppose A is a deterministic streaming algorithm that always outputs a value t
when queried such that t < t < 1.9t, where t is the number of distinct elements. Then A uses at
least en bits of memory for some constant ¢ > 0.

Proof. We show that the existence of A implies the existence of an injection Enc : B, , — {0,1}°
for ¢ = 100 and ¢ = n/q, where B, is as in Corollary 3.1.5. Therefore S > log|B, /| = Q(n). The
injection is defined as follows. Given some x € B, s, we artificially create a stream that contains
in some fixed (say sorted) order all ¢ such that z; = 1. We then run the algorithm A on it, then
define Enc(z) to be the memory contents of A.

To show that Enc(x) is an injection, we show that we can invert it (or “Decode”) as in the
proof of Theorem 3.1.1. If M is an S bit string, then Dec(M) is defined as follows:

2Briefly, this method works as follows: if one wants to show that an object with some property P exists, then pick
an object randomly from some distribution and show that the picked object has property P with nonzero probability.
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for c € By
A.init(M) // initialize A’s memory to M
fori=1,2,...,n:
if ¢; = 1:
A.update(s)
if A.query() <1.9¢
return x

Each time through the for loop, A’s memory is reset to the contents immediately after the
encoder processed x. Thus the exact number of distinct elements is ¢, so the reported value to a
query will be at most 1.9¢ if ¢ = x. Meanwhile if ¢ # z, thinking of ¢,z as sets (containing the
elements corresponding to 1 bits), item (2) of Corollary 3.1.5 implies the true number of distinct
elements is [cU x| = |¢| + |z| — |[eNx| > 20 — 6¢/q = 1.94¢. Thus the output of query will not be at
most 1.9¢.

O

The 1.1-approximation in Theorem 3.1.6 can be changed to any approximation factor strictly
less than 2 by adjusting ¢. It is even possible to show that a-approximation to the number of
distinct elements for any constant a > 1 requires (n/«a) bits of memory deterministically [CK16],
though we will not present that argument here.

We next show that exact, randomized algorithms must also use €2(n) bits of memory.

Theorem 3.1.7. Suppose A is a randomized streaming algorithm that outputs the exact number
of distinct elements with success probability at least 2/3 for the last query in any fized sequence of
stream updates and queries. Then A uses at least cn bits of memory for some constant ¢ > 0.

Proof. We first remark that the existence of A using space S and succeeding with probability 2/3
implies the existence of A’ that outputs the exact right answer with failure probability at most 1076
and uses space O(S): A’ simply runs O(1) copies of A in parallel with independent randomness
and returns the median query result across all parallel runs as its own query response. The claimed
failure probability holds via the Chernoff-Hoeffding bound. We thus assume that A in fact fails
with probability at most 1076,

Consider again the set B, ¢ from Corollary 3.1.5 for ¢ = 100. We will show the existence of such
A implies the existence of an injection Enc : B — {0,1}° for some B C B,, with |B| > |B,|/2.
Thus S > log |B| = log |By¢| — 1 = Q(n).

We define Enc’ identically as Enc in the proof of Theorem 3.1.1, and Dec’ is similar, though
instead of returning = we return the closest element (in Hamming) distance from B, ¢ to z. This is
not yet the desired injection and inverse because they are randomized procedures and not actual
functions, since A is a randomized algorithm. For fixed = € B, g, let 2’ be the (random) vector
recovered by Dec’. Let Y, be an indicator random variable for the event that the 7th bit was
recovered incorrectly, i.e. 2} # z;. Let Y, = I, Y,;. Then EY, < n/10% by linearity of
expectation. Let Z, be an indicator random variable for the event Y, > 2n/105. Then P(Z, =
1) < 1/2 by Markov’s inequality. Thus by linearity of expectation,

EZsz

x€By ¢

By (3.1)

N |

This expectation is over the randomness of A. One can view any randomized algorithm A(x)
as simply a deterministic algorithm A(x,r), where r is the (random) string that sources A with
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randomness. Eq. (3.1) implies that there ezists a fixed string r* such that Dec’(Enc’(x)) returns
x for at least half the x € B, when using r* as the source of randomness for .A. We denote this
set of  where the scheme suceeds as B. We then define Enc, Dec as Enc’, Dec’ but using r* as the
random string. O

3.1.2 Quantiles

Recall in the quantiles problem, we would like to answer e-approximate rank/select queries after
seeing a stream of comparable items. As mentioned, Cormode and Yi showed that any deterministic,
comparison-based algorithm for this problem requires Q(¢~!log(en)) words of memory, showing
that the GK sketch is optimal. We will not show their proof here, but rather a much simpler lower
bound.

Theorem 3.1.8. Suppose € € (10/n,1). Then any deterministic, comparison-based algorithm for
e-approzimate rank /select requires at least Q2(1/e) words of memory.

Proof. Suppose the algorithm stores S elements of the stream. Including the smallest and largest
elements of the stream would increase the space to at most S + 2. If S+ 2 > n/2, then are done.
Otherwise, call these elements z; < 9 < ---xgy2. Now any other element in the stream other
than those stored is in the interval (z;,z;;+1) for some unique i; there are at most S — 1 intervals
of this form. Thus these at most S — 1 intervals contain at least n — S — 2 items of the stream,
so at least one interval must contain at least (n — S —2)/(S — 1) > 2n/S stream items. Every
item in this interval has identical comparisons with all the stored elements and thus all have the
same response to a rank query. Meanwhile, the smallest and largest elements in this interval have
a difference of at least 2n/S —1 in rank, which can only be at most 2en if § = Q(1/¢). Noting that
for two numbers (their ranks) differing by more than ¢ there is integer within £/2 of both finishes
the proof. O

We next show a stronger lower bound using a compression-based argument similar to that for
distinct elements, based on error-correcting codes. The following lower bounds shows an Q(1/¢)
lower bound even for randomized algorithms, and even when the elements come from a bounded
universe {1,...,U}.

Theorem 3.1.9. In what follows, C,c > 0 are some universal constants. Let ¢ € (0,1) be given,
and suppose n,U > 1 are given integers with 1/e > C-max{1/n,1/U}. . Suppose A is a randomized
streaming algorithm for ce-approzimate rank/select with success probability at least 2/3 for the last
query in any fived sequence of stream updates and queries, over streams of length n where elements
are in the universe {1,...,U}. Then A uses at least (e~ ' log(eU)) bits of memory.

Proof. As in the proof of Theorem 3.1.6, we can assume wlog that A actually succeeds with prob-
ability at least 7/8 while only increasing its space usage S by at most a constant factor.

Consider all sequences S of 1/¢ elements of [¢] for ¢ = ceU for some ¢ € (0,1). Given some
sequence S, we treat it as a length-(1/¢) string over the alphabet [¢] and encode it with a constant-
rate error-correcting code with encoding function Enc that can recover from a 1/4-fraction of errors
(so the relative distance is more than 1/2); the length of Enc(S) is 1/’ = ¢~1/e. The existence
of such a code is guaranteed by Theorem 3.1.4 if ¢ is a small enough constant. Now take the ith
(0-indexed) symbol, call it z, of Enc(S) and change it to i - ¢ + « for all i, to get a new string S’
over alphabet [U] with U = ¢/¢’. Now run A on S’ with error parameter /3 after replicating
each letter of S’ 'n times (so the stream length is n) to get a quantiles data structure. Given the
length of S’ and our choice of error parameter, over A’s randomness we can recover each symbol
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of S’ (and thus Enc(S)) with probability 7/8 since S’ is a sorted string and a quantile query for
the middle of a repeated character segment of length ¢'n has a unique correct answer (namely, the
repeated character). Thus, the probability we recover fewer than 3/4 of the letters is at most 1/2.
Thus, there exists a fixed random string to source A’s randomness which allows A to correctly
recover a 3/4-fraction of the letters of Enc(S) (and thus decode to recover S) for at least half the
possible sequences S. In other words, if the space (in bits) A uses is s, we have an injection from a
collection of size at least (1/2)(cell)Y/¢ to bitsrings of length s, implying s = Q(e~!log(cU)). O

3.2 Communication Complexity

Another common method to prove lower bounds is via reductions from problems in communication
complexity (though the methods to prove that the communication problems being reduced from are
themselves often compression-based). One can imagine representing solving a a streaming problem
with £ updates as a communication game, in which there are ¢ players Ai,..., Ay where player A;
holds update i. One can imagine that if the players had a streaming algorithm, player A; could
run A on the first update, send A’s memory contents as a message to player Ao, who can then
run A initialized with that memory on the second update, etc., until player A, can finally run
A on their update before calling A.query(). In this way, the memory complexity of solving some
streaming problem is captured by the maximum message length required to solve this corresponding
communication problem. This translation is not perfect however, since in the communication model
we allow players to send arbitrary functions of their input and received message whereas a streaming
algorithm must be an algorithm, i.e. it cannot compute uncomputable functions to determine how
to update its memory state. For example, nothing prohibits a player in a communication game
from deciding what message to send the next player based on the solution to some instance of the
halting problem, or some other undecidable problem; its decision on what to send (or player Ay’s
decision on what to output) is allowed to be the result of an arbitrarily complex function. As we
will see in this section, it is often the case that we can prove optimal memory lower bounds for
streaming problems by considering only 2 players, call them Alice and Bob. For many problems we
can imagine that Alice’s input corresponds to say the first half of stream updates, and Bob holds
the second half, and their task is to compute some function on the concatenated stream. Even
though Alice and Bob have quite a lot of power (they each know half the entire stream!), it turns
out that for many streaming problems solving this associated 2-player communication problem is
just as hard.

Various models of communication games. Before we continue, we describe a few different
types of communication games studied. We describe all these models in the 2-player setting where
Alice has some x € X, Bob has some input y € ), and they would like to send messages back and
forth to compute f(z,y). Specifically Alice sends a message, to which Bob responds, to which Alice
may respond, etc., until one player declares they know the answer and outputs f(x,y). We note that
this back-and-forth communication corresponds to multiple passes over the input for a streaming
algorithm: for example if Alice talks, then Bob talks, then Alice talks again, this corresponds to the
algorithm making two passes over the input stream. For a communication protocol II and inputs
x,y, we define II(x, y) to be the transcript of all messages sent, and |[II(z,y)| as the total number
of bits of all messages in this transcript.

e Deterministic complexity. As the name suggests, Alice and Bob act completely determin-
istically. The complexity of a protocol is then max, , [II(x,y)|. We then define D(f) as the
minimum over all correct communication protocols II of max, , [II(x,y)|.
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e Randomized complexity. This is again a worst-case notion of complexity (where z,y are
worst-case inputs), but where Alice and Bob act randomly and must only fail with probability
at most 5. We define RE“’(f) as the minimum over all protocols that are correct with
probability at least 2/3 on any input of max,, |II(z,y)|. The pub here denotes that the
source of randomness is an infinitely long public random string in the sky that Alice and Bob
both have read access to. R "(f) is similarly defined but where Alice and Bob each have
their own private source of randomness, which the other player does not know (unless it is
communicated, which incurs cost). Clearly RE™™(f) > RE*(f), since in the public coin model
we can simulate a private coin protocol by having Alice pretend the even-indexed public bits
are her private bits, and Bob pretending the odd-indexed public bits are his.

e Distributional complexity. In this model p is some distribution over (X,)), and we
assume the inputs are not worst case but rather (z,y) ~ p. Then D§(f) denotes the minimum
complexity of a protocol that succeeds with probability at least 1 — 0 on (x,y) drawn from
w. Without loss of generality we can assume the protocol is deterministic (since for any
randomized protocol, its probability of correctness is the average probability of correctness
over its source of randomness, and therefore there must be a fixed random string to source it
with that performs at least as well as this average).

We also sometimes consider the “one-way model” in which Alice only sends a single message to
Bob, and Bob must then output the answer (Bob never speaks to Alice). For one way complexities,
. ; 5 b, )
we use the notation D7 (f), RS (f), R§"" 7 (f), D5 (f).
We now state a few theorems known in the communication complexity literature without proof.
The interested reader can find proofs in the textbook of Kushilevitz and Nisan [KN97].

Theorem 3.2.1 (Yao’s minimax principle). For any f and any 6 € (0,1), R§Ub(f) = sup,, D§(f).
Theorem 3.2.2. For any f and fizved constant § € (0,1/2), Rg”v = Qlog(D(f))).

Theorem 3.2.3 (Newman’s theorem). For any f : {0,1}" x {0,1}" — {0,1} and €,0 € (0,1),
RIS < RE™(f) + Ologn + log(1/¢)).

3.2.1 Equality

The equality function EQuUALITY,, : {0,1}" x {0,1}" — {0, 1} is defined by EQuALITY,,(z,y) = 1 iff
x = y. The following known theorem states that amongst deterministic communication protocols,
the trivial protocol of Alice sending Bob her entire input is best possible.

Theorem 3.2.4. For alln > 1, D(EQUALITY,,) > n.
The above theorem implies Theorem 3.1.1 as a corollary.

Corollary 3.2.5. Suppose A is a deterministic streaming algorithm that computes the number of
distinct elements exactly. Then A uses at least n bits of memory.

Proof. Given such an A using S bits of memory, we define a communication protocol using S bits
of communication for EQUALITY. Define X = {i : z; = 1} and similarly for Y. Alice runs A on
the stream consisting of all i € X then sends A’s memory contents to Bob as a message. Bob then
runs A.query() and immediately outputs 0 if the result is not equal to |Y|. If he does not reject, he
continues running .4 from the memory state sent on all 7 in Y then runs A.query() again. He then
outputs 1 iff this second query equals |Y|. Note the output of this second query is | X U Y|, which
is strictly larger than |Y| iff Y # X since X,Y are the same size. t
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It is interesting to note that EQUALITY,, is extremal for both Theorems 3.2.2 and 3.2.3.

Theorem 3.2.6. R?;QU(EQUALITY,@) = O(logn) and R?%(EQUALITY,L) =0(1)
Proof. For the private coin model, Alice and Bob each treat their inputs as binary representations
of integers in the range {0,...,2" !}. Alice then uses private randomness to pick a uniformly
random prime p in the interval [1,10n®] and sends to Bob the two numbers p and  mod p. Bob
then outputs 1 iff z =y mod p. The total communication is O(logn) bits since p and x mod p are
each at most n% and thus requires 3log, n bits each to transmit. As for correctness, this protocol
clearly is correct if x = y. If they are different, then Bob errs iff p divides |x—y|. But |[z—y| < 2™ and
thus has at most n prime divisors (note if N has prime divisors py,...,px then N > H§:1 Dj > 2k
implying k < logy V). Meanwhile, the interval [1,10n%] has at least (1—o0(1))10n3/In(10n?) primes
by the prime number theorem, and thus the probability that the chosen p is one of these divisors
is at most n/((1 — 0(1))10n3/In(10n3)) < 1/3.

For the public coin model, Alice and Bob use public randomness to agree on two independent
uniformly random strings r,r’ € {0,1}". Alice then sends Bob (r,z) mod 2 and (r/,z) mod 2
(two bits). Bob then outputs 1 iff (r,z) = (r,y) mod 2 and (r',z) = (r',y) mod 2. Again,
this protocol succeeds with probability 1 if x = y. If they are not equal, then they succeed iff
(x —y,r) =0 mod 2. But since they are not equal, x — y has at least one non-zero entry (z — y);.
Then (z —y,r) = (z; — yi)ri + >_;2;(xj — y;)rj. For any conditioning of this sum, (z — y)r; either
flips the sum or keeps it the same modulo 2 with equal probability. Thus P({(x — y,r) = 0) = 1/2.
Thus Bob fails with probability exactly (1/2)? =1/4 < 1/3. O

3.2.2 Disjointness

The disjointness problem is defined by DisJ,(S,7) = 1 if SNT = @ and 0 otherwise, where
S,T C [n]. The following theorem is known.

Theorem 3.2.7. [K592, Raz02] Ry} (D1si,) = Q(n).

Now consider the f.,-norm approximation problem in the streaming model: we see a sequence
of integers i1,...,4p € {1,...,n} in a stream, which define a histogram x € R™ where x; represents
the number of times ¢ appeared in the stream. Upon a query, we should output some Z such that
|z]lcoc < Z < (14 ¢€)||x|lcc with probability at least 2/3. Recall ||z|lcc = max; |z;|.

Theorem 3.2.8. Suppose A is a randomized streaming algorithm for the fo-norm approximation
problem which outputs Z such that |||l < 2 < 1.1]|z||co with probability at least 2/3. Then A uses
Q(n) bits of memory.

Proof. O

One might ask: what about approximation factors o > 17 That is, we should output Z such
that ||z]|cc < Z < al|z||eo. For this case, the work [BJKS04] considered a t-player generalization
DisJy, ;. There are players Ay, ..., A; where A; receives as input some S; C [n]. They are promised
that either (1) A; N A; =0 for all i # j, or (2) A; N A; = {z} for some z € [n] for all i # j. They
must decide which case they are in. That work considered the one-way complexity of this problem
in which A; sends a message to A2, who then sends a message to As, etc., until A; finally has to
output the answer. The complexity measures are for the total amount of bits sent by all players
combined.
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Theorem 3.2.9. [BJKS0/] Rf%(DISJmt) = Q(n/t). In particular, some player must send a mes-

sage of length at least Q(n/t?) bits.

Corollary 3.2.10. Suppose A is a randomized streaming algorithm that provides a better than
a-approzimation for the Loo-norm approzimation problem for some o > 2, with probability at least
2/3. Then A uses Q(n/a?) bits of memory.

Proof. The proof is identical to Theorem 3.2.8 but where we reduce from DisJ, ro7. In the case
that all sets are pairwise disjoint, we have ||z|« < 1 and so the algorithm will report an answer
less than . Meanwhile in case (2), ||z|/ > t = [a] and thus will output an answer that is at
least [a]. Thus the two cases are distinguishable by the streaming algorithm, implying some player
sends a message of length at least 2(n/a?) bits. Since each player’s message length is exactly the
memory usage of A, the claim follows. O

One can also apply the above reasoning to obtain a lower bound for approximating the “pth
moment” ||z} for any p > 2, where ||z||h := Y, |z:|P.

Corollary 3.2.11. Suppose A is a randomized streaming algorithm that provides a 2-approximation
for the pth moment approzimation problem, with probability at least 2/3. Then A uses Q(n'=2/?)
bits of memory.

Proof. We reduce from DisJ,, ; for t = [(3n)/P]. In the case the sets are disjoint, we have ||z} < n.
Meanwhile if some element is in all the pairwise intersections then the pth moment is at least t? = 3n.
Thus a 2-approximation can distinguish these cases, solving disjointness. O

It is known that this n'~2/? is optimal up to logn factors [[W05].

3.2.3 Indexing, GapHamming, and Distinct Elements

We wrap up this chapter by showing a chain of reductions that imply (1 + ¢)-approximation of the
number of distinct elements in a data stream requires £2(1/£2) bits of memory (as long as ¢ > 1/4/n).
We first introduce the communication problems INDEX,, and GAPHAMMING,, then show that the
former reduces to the latter, which then reduces to distinct elements in the streaming model.

In the INDEX,, problem Alice gets € {0,1}" and Bob gets j € [n], and Bob must output z;. We
consider one-way model, in which Bob must output the answer based on a single message to Bob.
Intuitively this problem is hard, since Alice does not know j and thus seemingly must tell Bob her
entire string for him to succeed with good probability. Our goal is to show RP“> (INDEX,,) = Q(n).

1/3
We will use Theorem 3.2.1, which states that it suffices to lower bound D!.” (INDEX,,) for some p

1/3
that we may choose freely. We consider p being the uniform distribution over (z, 7). Since these
are now random variables, we henceforth refer to them as (X, .J).

Before continuing, we state a few standard results from information theory.
Lemma 3.2.12 (Chain rule). H(Y|X)=H(X,Y) - H(X).

Lemma 3.2.13 (Fano’s inequality). Suppose X is a random variable finitely supported in X. Let

)A(défg(Y) be the predicted value of X for g a deterministic function also taking values in X. Then

ifP(X #X) =4,
H(X|Y) < H(X|X) < Ha(6) + dlog,(|X| — 1),

where Ha () e —d0logy d — (1 —6)logy(1 —9).
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Proof. Let E be an indicator r.v. for X # X. Then by the chain rule,
H(E,X|X)=H(X|X)+ H(E|X,X)
but also
H(E,X|X)=H(E|X)+ H(X|E,X) < H(E)+ H(X|E,X) = Hy(8) + H(X|E, X).
Also H(E|X,X) = 0. Thus H(X|X) < Hy(6) + H(X|E, X). But also

H(X|E,X)=(1-0)-HX|E=0,X)+0-H(X|E=1,X)
=6-H(X|E=1,X)
<6 -logy(|X] —1).

The last inequality is because if £ = 1 then X # X, so X can take on one of at most |X| — 1
values. O

Theorem 3.2.14. For anyn > 1, ngfm"m’_)(INDEXn) > (1 — Hz(0))n.

Proof. Let II(X) be the message Alice sends to Bob on input X. Then given II(X), J, Bob outputs
Xy st. P(X; # Xy) <. Thus by Fano’s inequality, H (X ;|II(X),J) < H2(d). By definition of
conditional entropy and the chain rule,

H(X,|TI(X ZP H(X,|TI(X),J = j)

=Ly mogmix

> = H(XII(X), Xq,...,X,;_
_’I’LZ (]‘ ( )) 1 ) jl)

=Y H(Xy,...,X;,II(X)) - H(Xy,...,X; 1, 1I(X))

>1— —[].
n
The theorem follows by rearranging the inequality 1 — |II|/n < Ha(0). O

In GAPHAM,,, Alice and Bob receive z,y € {0,1}", respectively. Recall the Hamming distance
A(z,y) = |{i : x; # yi}|. In Gap Hamming, Alice and Bob are promised that A(x,y) is either at
least n/2 4 y/n or at most n/2 — \/n and must decide which.

The following theorem is originally due to [Woo04], but the simpler proof we present here via
reduction form INDEX was given later in [T'SJ08]. The lower bound being restricted to one-way
protocols was removed later in [CR12] (see also later simpler proofs [Shel2, Vid12]).

Theorem 3.2.15. RYj3 ™~ (GapHaMy) = Q(N).
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Proof. We reduce from INDEX,, to GAPHAMy for some odd integer n = SN (f a constant to be
determined later). Recall in the indexing problem Alice receives = € {0,1}" and Bob receives
i € [n] and would like to compute z; after one single message from Alice. First, Alice forms a
vector ' € {—1,1}" where 2, = —1if z; = 1, and z} = 1 if 2; = 0. The two players will use public
randomness to agree upon N independent, uniformly random vectors r', ..., rN € {=1,1}". Alice
will then create a vector a € {—1,1}" where a; = sign((z’,r*)), and Bob creates b € {—1,1}" with
by = rf. Note the argument to sign can never be 0 since n is odd. Alice and Bob then let their
answer be the answer to GAPHAMy for their inputs a, b.

We now must argue correctness. We write ay = r¥z! + (32 rfx;) = r¥z! + a. Note if a # 0
then || > 2 since it has an even number of summands, each of which is odd. Thus when a # 0,
sign(ay) = sign(a), which is uniformly random in {—1, 1} since « is a symmetric random variable.
Meanwhile if a = 0, then 782! equals 7% iff ; = 0. Thus, letting [[£]] denote 1 if & is true and 0
otherwise,

Play # bk) = Pa # 0) - P(ag # bpla # 0) + P(a = 0) - P(ay, # bla = 0)

1
= <1 — \/Cﬁ> '3 + %[[x, = 0]], (Stirling approximation)
which is either 1/2 — ¢//n or 1/2 + ¢//n depending on whether x; = 0. Thus E A(a,b) is either
N/2 — ¢N/y/n or N/2 + c¢N/+/n. By setting n = N/(100c?), E A(a,b) is either N/2 + 10v/N or
N/2 —10v/N. Thus by a Chernoff bound, it is either at least N/2 + +/N or at most N/2 — VN
with large constant probability, which is then decided by the Gap Hamming protocol. O

Corollary 3.2.16. For any € € (1/y/n,1), any algorithm A providing a (1 + €)-approzimation of
the number of distinct elements in a stream with probability at least 2/3 must use (1/€%) bits of
memory.

Proof. We reduce from GAPHAMy for N = 1/(5¢2). Alice runs A on the i such that z; = 1 and
sends the memory contents of A to Bob, as well as | support(x)|, i.e. |{i : x; # 0}| (the same as
|z| if one treats x as a set). Bob then continues running the algorithm on i such that y; = 1.
Note the players can do this since although the distinct elements universe is [n], we have N < n
by the definition of N and restriction ¢ > 1/y/n. Treating z,y as sets, we have that the number
of distinct elements is |z Uy| = A(z,y) + |[x Ny| = A(z,y) + || + |y| — |z U y|. Rearranging,
A(z,y) = 2|z Uy| — |z| — |y|. Bob is told |z|, and he knows |y|. He also can run A.query() to obtain
2(1+¢)|z Uyl, which is equal to 2|z Uy| with an additive error of at most 2e N = 1/ < v/N. Thus
this additive error is enough to decide Hamming distance at most N /2 — V/N or at least N /2 = VN
for Gap Hamming. O
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Chapter 4

Linear Sketching

The focus of this chapter will is linear sketching. This is a general technique for sketching a high-
dimensional vector x € R™ where we store Ilx in memory for II € R™*™ for some m < n. If II
has a succinct representation (so that we spend < mn space to store it but there is a low-memory
algorithm to compute II; ; given ¢, j), then our sketch reduces the representation of = from n units
of memory to m < n. This technique is not only commonly used in the design of streaming
algorithms, but also when designing distributed algorithms as well as we will discuss later in this
chapter.

Regarding streaming algorithms, up until this point we have focused on streaming algorithms
in the so-called insertion-only model. Specifically, consider the scenario of a vector x € R" with n
large, and x starting as the 0 vector. Then we see a sequence of updates (i, A) each causing the
change z; < x; + A. For example consider A = 1 for every update, so that z is simply a histogram
tracking the number of occurrences of each item from some size-n universe in the stream

In the above setup, there are three popularly studied models:

1. insertion-only: Each update has A =1 (the assumption in previous chapters).

2. strict turnstile: Some updates A can be negative, but we are given the promise that Vi,
x; > 0 at all times. This makes sense for example in graph streaming, in which case n = (|‘2/|)
for vertex set V', and x. represents the multiplicity of edge e. In a dynamic graph edges may
be inserted and deleted, but the multiplicity of an edge would never be negative.

3. general turnstile: Anything goes. Updates can be negative, and entries in x can be negative
as well. For example, we may wish to process one time period’s updates with A = —1 and
another period with A = 41 so that we can later query x being the difference vector of the
two time periods.

In this chapter, when discussing streaming we focus on algorithms for the strict and general
turnstile models. Note that if we store y = Iz in memory, the update (i, A) causes the change
T <+ x+A-¢;, and thus y < y+A-IIY, where IT* is the ith column of IT (since generally Az = 3", 2; A*
for any matrix-vector product Az). All known algorithms for both strict and general turnstile are
actually linear sketches. It is in fact known [LNW14, AHLW16] that any algorithm in these two
models can be converted into a linear sketch with only a logarithmic factor loss in space complexity,

if the algorithm is required to be correct on very long streams’.

!"When this assumption does not hold, in certain cases one can do better than linear sketching [KP20].

43
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4.1 Heavy hitters

In this section we discuss two types of (related) problems, referred to as heavy hitters and point
query. For both of these problems, we consider x being updated in the turnstile streaming model.
There is also an integer parameter k > 0 given at the beginning of the stream.

In the ¢1 point query problem with parameter k (we sometimes say (k, ¢1)-point query), we must
answer queries of the form query(i), for i € [n], with a value in the range z; £ ||x||1/k. Here k is a
parameter known at the beginning of the stream.

In ¢1 heavy hitters with parameter k (or (k,¢1)-heavy hitters), there is only one query, and we
must answer it with a set L C [n] such that

1. |L| = O(k)
2. |xi| > ||lz|h/k=i€eL

The indices i satisfying the second criterion are called k-heavy hitters or k-frequent (sometimes we
drop the k if clear from context).

Note ||z||1/k = (1/k) Y ;" |x;|. The number of ¢ which can be strictly larger than an a-fraction
of this sum must be strictly less than 1/a, and thus there can be at most £ — 1 heavy hitters. We
are thus requiring that the list L being returned not be more than a constant factor larger than
the absolute biggest it need to be to contain all the heavy hitters.

Remark 4.1.1. The tail versions of these problems are also commonly studied. Define ;1) to
be the vector x but with the top k entries in magnitude all zeroed out. Then in the £;-tail point
query problem, we would like error |[zqx)ll1/k instead of [|z[[1/k. Similarly for heavy hitters, we
require that |z;] > ||z ()[l1/k == i € L. Note under this definition, there can be at most 2k — 1
heavy hitters. Specifically, ignoring the k£ “head” indices (those not in the tail), there are fewer
than k tail indices that can contribute strictly more than a 1/k fraction of the total tail mass.

The following lemma shows why point query and heavy hitters are related.

Lemma 4.1.2. Suppose there is an algorithm A solving (3k, £1)-point query with failure probability
at most §/n and using S words of memory. Then there is an algorithm A’ solving (k,{1)-heavy
hitters with failure probability at most § and using space at most S + 3k.

Proof. Algorithm A’ uses A to process the stream. Then to answer a heavy hitters query, it loops
through all ¢ € [n] and point queries each one, remembering the 4k indices ¢ with the point query
values (breaking ties arbitrarily). Henceforth condition on the event that all n point queries return
correct values, which happens with failure probability at most § by the union bound. Note then
that any k-frequent index i will have a point query value strictly larger than ||z|1/k — ||z|1/(3k) =
(2/3)]|z||1/k. Meanwhile, any index i with |x;| < ||z||1/(3k) will have a point query value strictly
less than (2/3)||x||1/k, and thus will not appear larger than any actual k-frequent item. Since there
are at most 3k indices satisfying |z;| > ||x||1/(3k), our return list is thus guaranteed to contain all
k-frequent indices. O

4.1.1 CountMin sketch

We here describe the CountMin sketch [CMO05], which solves ¢; point query in the general turnstile
model. We will describe it here in the strict turnstile model. We now describe the operation of the
algorithm:
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1. We store hash functions hi,...hr, : [n] — [t], each chosen independently from a 2-wise inde-
pendent family.

2. We store counters C,j, for a € [L], b € [B] with B = 2k, L = [logy(1/6)].
3. Upon an update (i,A), we add A to all counters C, ;) fora=1,..., L.

4. To answer query(i), we output mini<,<r, Cy p, ()

Note that our total memory consumption is O(L) to store the seeds that specify all L hash
functions, as well as O(BL) words to store the counters Cpp. Thus the total memory consumption
is O(BL) words.

Lemma 4.1.3. CountMin.query(i) returns x; + ||z||1/k w.p. > 1— 4.

Proof. Fix i, let Z; = 1 if h,(j) = h.(i), Z; = 0 otherwise. Now note that for any r € [L],
Cr,hr(i) =x; + Zj;éi ijj =z + E. We have EE = Zj#i |l‘]| : EZj = Zj?éi ]azj\/B < ||x||1/(2k:)
Thus by Markov’s inequality, P(E > ||z||1/k) < 1/2. Thus by independence of the L rows of the
CountMin sketch, P(min, C,.p,, ;) > @i + ||z[1/k) < 1/2% < 6. O

Thus we easily obtain the following theorem via Lemma 4.1.2.

Theorem 4.1.4. There is an algorithm solving the €1 k-heavy hitter problem in the strict turnstile
model with failure probability &, space O(klog(n/d)), update time O(log(n/d)), and query time
O(nlog(n/d)).

It is also possible to obtain the tail guarantee for point query from the CountMin sketch with
the same memory up to a constant factor.

Lemma 4.1.5. The CountMin sketch as above but with B > 4k guarantees that for any i, query(i) =
i £ | Thqiy I/ wp. >1—46.

Proof. We let H C [n] denote the indices of the top k entries in magnitude in z, and T := [n]\H
be the remaining indices (the support of the tail). For fixed r € [L] we write C,.p ;) — =i =
> jemiiy |l Z; + 2 e iy 123125 = Eq + E3 where Zj is an indicator random variable for the
event h,(i) = h,(j). Consider the event F, that h, (i) ¢ h,.(H\{:}). This happens with probability
at least 1 — |H|/B > 3/4 by a union bound over all j € H\{i} (recall |H| = k). When F, occurs,
Ey = 0. Now consider the event F| that |Es| < ||z7[l1/k = ||Zqu)|l1/k, Where x5 denotes the
projection of x onto S C [n] (i.e. zero out all entries that are not in S). By an analysis similar to
the proof of Lemma 4.1.3, P(F)) > 3/4. Thus by a union bound P(F, A F)) > 1/2, i.e. for each r
Cy.h,.(i) Provides at most the desired error with probability at least 1/2. Since each C,. j, ;) is either
equal to z; or an overestimate, min, C,.j, ;) fails to give the desired error guarantee iff each C,., (),
which happens with probability at most 2% < 6. O

Remark 4.1.6. Similar guarantees for point query and heavy hitters are obtained in the general
turnstile model, but with a slightly larger B and L (by constant factors) and with the estimator
returned as the median of the C, 4 ;) instead of the minimum. For example, if we pick B = 3k
then we have P(|C,., ;) — x5| > [|2||1/k) < 1/3. The Chernoff bound thus implies that the median
estimator succeeds with probability 1 — § for L = C'log(1/4) for sufficiently large constant C' > 0.
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Speeding up query time

While the above algorithm gives some correct heavy hitter algorithm with small space, the query
time is quite slow. Here we discuss the dyadic trick technique of [CMO05] to speed up query.
Consider a perfect binary tree whose leaves are in correpondence with [n].

{1,2,..

PN

(1,2,..n/2}  {n/2+1,.

ANV
YA

.n—1

There are 1+ lgn levels of the tree. We imagine level j of the tree (with the root being level 0)
corresponds to a 2/-dimensional vector x(j) being updated. Each node in the tree is a coordinate
of the vector at the corresponding level, and the value at that coordinate is the sum of the two
values of the children (with ith leaf simply having value z;). Then when we see an update (i,A),
we imagine that this update happens to all coordinates that are ancestors of the ith leaf. Then
what we actually store in memory is 1 4+ lgn CM sketches, one per level. Then upon an update,
we feed that update to the appropriate coordinate at the CM sketch at every level.

Each CM sketch is instantiated to solve the 4k-heavy hitters problem with failure probability
n = 0/(4klogn). Thus the total space is O(klog(1/n)logn) = O(klog((klogn)/J)logn).

To answer a query, the key insight is that in the strict turnstile model the value at any ancestor
of a node is at least as big as the value at that node, and furthermore the /1 norm of the implicit
vector at each level of the tree is exactly the same. Therefore, if ¢ is a heavy hitter for the vector
x at the lowest level of the tree, then every ancestor of i is a heavy hitter at its level as well. Since
there can only be at most 2k indices that are 2k-heavy hitters, this suggests the following depth
first search tree. We move down the tree starting from the root (the root vertex is certainly a
heavy hitter for its 1-dimensional vector). At each level j of the tree, we keep track of a list L;
of heavy hitters at that level (L; should contain all k-heavy hitters of the vector at its level and
not contain any item that is not at least a 2k-heavy hitter). Then, for each of the two children of
an index in L;, we point query that child using the CM sketch at level j + 1. If a child has point
query output at least (3/4))||z||1/k, we include it in L;;; (note that computing ||z ||; exactly in the
strict turnstile model is trivial: maintain a counter). Finally, our final output list L is simply the
list corresponding to the bottom-most level of the tree.

Correctness. Note that since each L; has size at most 2k, we point query at most 4k children on
the next level. Thus the total number of queries is at most 4k log n (if it is ever the case that we find
ourselves querying more, we can simply output Fail). Thus since we only do at most @ < (41gn)/«
queries, since each CM sketch has failure probability at most §/Q, by a union bound the probability
that any point query we ever make fails is at most §. Conditioned on such failure not occurring, if
some heavy hitter leaf i is not included in the final L, look at the highest ancestor i’ of i on some
level j which was not included in L;. 4’ cannot be the root, since it is included in Lg. Thus the
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parent of ¢ was included in L;_;, which implies ' was point queried; this is a contradiction to it
not being included, since we conditioned on all point queries succeeding.

Complexity. The space used is O(klg(1/n)logn) = O(klog((klogn)/d)logn) (in words) as men-
tioned. The query time is the same. The update time is O(lognlg(1/n)) = O(lognlg((klogn)/J)).

Though we will not discuss it here, currently the best known algorithm for ¢; heavy hitters in
the turnstile model is the ExpanderSketch of [LNNT16]. It achieves O(klog(n/d)) words of space,
O(log(n/0)) update time, and O(klog(n/d) poly(lgn)) query time to achieve failure probability 0.

4.1.2 CountSketch

The CountSketch [CCF04] algorithm is similar to the CountMin sketch, except it provides the
guarantee that point query returns an estimate equal to z; & ||z||2/vk (called “fy point query”).
It also solves €5 heavy hitters, which requires returning a list of size L containing all ¢ such that
|zi| > ||z]|2/VE. One could also study the tail version of this problem, in which one wishes the
point query error to be at most ||z(1)ll/ V'k, and where ¢ tail heavy hitters are defined to be the
i such that |z;| > thail(k)Hg/\/E.

We first show that obtaining the ¢, tail guarantee is always at least as good as obtaining the ¢,
tail guarantee for ¢ > p, up to potentially changing the k£ by a factor of 2. Thus an ¢, tail guarantee
is better than an ¢; tail guarantee. For example, consider the vector z = (y/n,1,1,...,1). Then
index ¢ = 1 is a 1-heavy hitter in 2 even in the non-tail version of the problem, whereas it is only
O(1/+/n)-heavy in ;.

Lemma 4.1.7. For any 1 < p < q, ||[@aicr)lle/k? < |@aiw lp/kP.
Proof. For simplicity assume z is infinite-dimensional (pad it with zeroes). Let S; C [n] of size k

be the set of ¢ with the largest |z;| values (break ties arbitrarily). Let S be the indices of the next
k largest entries, etc. Then

o 1/q
1 1
m”xtail(%)uq = 21/q Z ||33st3
=3
o 1/q
1
< [ ok les 1%
=3
1/q
1 ||xsj71|‘g . » 1/p
S ke —am (Vi €.Sj, |zi] < ([lws; 1 I5/k)P)
=3
o 1/q
1
= L1/p Z ”"L’ijng
=3
o 1/p
1
=7 | 2 lws ol (0, [vlly < [[v]l,)
=3

1
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The CountSketch works similarly to the CountMin sketch, but differs slightly in the following
way: we in addition select L hash functions hy,...,hr : [n] — {—1,1} independently from a 2-wise
independent family. Then to process an update (i, A), we add o,(i)A to C,p, ) for r=1,..., L
(instead of only adding A as in the CountMin sketch). For point query, we pick B = 9k and
L = Clog(1/9) for some constant C' > 0. To answer a query, we output the median of 0,(i)C,.p, ;)
over all r € [L].

Lemma 4.1.8. CountSketch.query(i) returns z; + ||z||2/vVk w.p. > 1—6.

Proof. Fix r and let Z; be an indicator random variable for the event h,.(i) = h,(j). Write the error
random variable By 1= 07()Cp, i) — i = Y24, 07(1)0r(j)Zjz;. Then the lemma is equivalent to
showing that the median over r of |E,| is at most |z||2/vk with probability at least 1 — §. For
this to hold, by the Chernoff bound and choice of L it suffices to show that for any r € [L],
P(|E;| > ||z]l2/VE) < 1/3.

E|E.| < EE? (Lemma 1.1.9)
- 1/2
i
_ 1/2
=|E ZZJ.%? + Z ar(j)ar(j')ZjZ}:cjxj/
i#i 3 #i
L J#5'
1/2
= Z(E Zj)x? + Z (Eor(j)o("))E Z; Z))jx (linearity of expectation)
i#i i
J#5'
1/2
= Z(E Zj)xg + Z (Eo(j)(Eo, (") E Z; Z5)xj2) (2-wise independence)
j#i 3
J#5'
1/2
= [ Y (EZ))a}
J#i
[l
<
- VB
_ 1l
3 Vk
Thus by Markov’s inequality, P(|E,| > ||z|l2/Vk) < 1/3, as desired. O

The following corollary then holds by combining Lemma 4.1.8 with Lemma 4.1.2.

Corollary 4.1.9. The CountSketch solves {5 k-heavy hitters in general turnstile streams with failure
probability § using O(klog(n/d)) words of memory.

The following lemma also holds by combining Lemma 4.1.8 with an analysis almost identical to
that of Lemma 4.1.5.
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Lemma 4.1.10. The CountSketch sketch as above but with B > 15k guarantees that for any 1,
query(i) returns a value z; £ ||xtail(k)||2/\/E w.p. >1—90.

4.2 Graph sketching

In this section we show the perhaps surprising result that linear sketching can be used to solve
combinatorial problems on graphs. Specifically, we consider a dynamic (multi)graph on n vertices
in which vertices can be both inserted and deleted. This model can be faithfully represented in the
strict turnstile model, where x has dimension (g)7 x. specifies the presence (or number of copies) of
edge e in the graph. An insertion of edge e then corresponds to the turnstile update (e, +1), whereas
an edge deletion corresponds to the update (e, —1). Solving graph problems naively would require
remembering x exactly, i.e. (n?) memory in the worst case. In this section we describe the “AGM
sketch” [AGM12], which shows that dynamic spanning forest can be solved using O(nlog®n) bits
of memory with success probability 1 — 1/ poly(n). The AGM sketch achieves the exponent with
c = 3, though in these notes we describe a simpler version achieving ¢ = 4. One can also obtain
bounds based on the failure probability as a separate parameter §; see [NY19]. Note that being able
to query the dynamic spanning forest allows for solving many other problems, such as finding an s-¢
path, global connectivity, or s-t connectivity. It is furthermore known that the Q(n log® n) bound
is tight; any algorithm that reports a spanning forest with probability at least even 1% must use
this much memory [NY19]. Yu recently showed a stronger lower bound in the distributed sketching
model, in which all vertices and a “referee” share public randomness each vertex knows only its own
neighborhood and must send a short message to the referee; he showed that even if the query is not
required to output an entire spanning forest but simply a single bit indicating whether the graph is
connected, the average message length must be Q(log®n) bits [Yu21] (the AGM sketch provides a
matching upper bound for spanning forest in this model as well). After the paper [AGM12], linear
sketching has been proven useful for a wide variety of dynamic graph problems; see [McG14] for a
survey.

The AGM sketch uses certain other data structures as subroutines, which we describe first.
Both these data structures operate in the general turnstile model.

4.2.1 k-sparse recovery

Recall support(z) C [n] denotes the indices i such that x; # 0. The parameter k is given at
the beginning of the stream, and there is a single query. The answer to a query is as follows: if
| support(z)| < k, the query simply returns x exactly (the indices in the support together with their
values); otherwise, the query response can be arbitrary. We show that this problem can be solved
deterministically using O(klog(nM)) bits of memory if we are promised that all update amounts
are integers and no entry of x is ever larger than M in magnitude. Note with this restriction it
suffices to solve the problem over F, for any prime p > M, as any z; will equal ; mod p. The
solution we discuss will also require p > n, and thus we will work over any prime p > max{M,n}.
The total space will be at most 2k[log p| bits.

Recall in linear sketching we maintain IIz in memory for some IT € R™*" (in this case I €
F7*™)).  k-sparse recovery is possible iff Ilz # Ily for x,y distinct k-sparse vectors, which is
equivalent to II(x — y) # 0. Noting x — y is 2k-sparse, this requirement is thus equivalent to
11z # 0 for any 2k-sparse vector z. If S denotes the support of z, then I1z = Ilgz, where Ilg is the
m x |S| submatrix of IT keeping only the columns indexed by S. Thus our requirement for IT is
that all of its m x 2k submatrices have full column rank. We will pick m = 2k, so these are square
submatrices; thus having full column rank is equivalent to det(Ilg) # 0 for all 2k x 2k submatrices
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of II. We will specifically pick II to be the transpose of a Vandermonde matrix. Specifically, pick
x1 # x92 # -+ # x, € Fp (this is why we require p > n, to guarantee at least n distinct elements in
[F,) and set II; j = xé-_l mod p for ¢, j € [n]. For concreteness, we could pick z; = j. The following
known fact, which we will not prove here, implies that any 2k x 2k submatrix of II has nonzero

determinant.

Fact 4.2.1. Let A € F™*" be such that A; j = xéfl fori,j € [r] for some field F. Then

det(A) = H (i — x5)

1<i<j<n

The above fact is usually written for AT, but note det(A) = det(AT") for any A. Note Fact 4.2.1
implies det(A) # 0 if the z; are distinct.

Lemma 4.2.2. Suppose A € F™*"™ is such that every m x 2k submatriz of A has full column rank,
where F' is a field. Then there is an algorithm running in (an) - poly(n) to recover x given y = Ax
for any k-sparse x.

Proof. We loop over all S C [n] of size exactly 2k (our guess for a set containing the support of
x) and compute 2/ = Hgly. If &' is k-sparse, then we form z as the n-dimensional vector x with
rg = 2’ and Tp\s = 0 and return z. O

Remark 4.2.3. For the particular scheme we propose, it is possible to actually recover x from Ilx
in O(k? polylog(p)) time via an algorithm called syndrome decoding, though we will not cover it
here.

4.2.2 SupportFind

In this problem, we would like a randomized data structure which, if z = 0, reports null. Otherwise,
if © # 0 it should return some i € support(x) with probability at least 1 — ¢ (with probability ¢ it
is allowed to behave arbitrarily). There are no promises regarding the vector x; it may or may not
be sparse, yet the query algorithm should still succeed.

We describe an algorithm, the JST sketch, for this problem due to [JST11] which uses O(log(1/6) log? n)
bits of memory if all entries in x are promised to be integers which are at most poly(n) in mag-
nitude. It is known that this bound is optimal even if the entries of x are promised to always be
either 0 or 1 [KNP*17].

The JST sketch uses the geometric sampling technique of Subsection 2.2.3. Specifically, we pick
a hash function h : [n] — [logy n] with P(h(i) = j) = 1/27 (other than for j = logyn, in which
case we have P(h(i) = j) = 1/277! so that the probabilities add to one). For now we assume h
is a perfectly random hash function, though we discuss in Remark 4.2.5 how this can be relaxed
using bounded independence. For each j € [logyn|, we also instantiate a k-sparse recovery data
structure A; from Subsection 4.2.1 with k = C'log(1/) for a sufficiently large constant C' > 0 and
with M = poly(n).

To process update(i, A), we simply call Aj,;).update(i, A). To process a query, we loop from
j = logyn down to 1 and for each such j call Aj.query(). For the first (i.e. largest) value of j for
which the query is not the zero vector, we return any index in the support of the query response.
See Subsection 4.2.2 for pseudocode.

Theorem 4.2.4. If x = 0, null is returned with probability 1. Otherwise, the probability some
i € support(x) is returned is at least 1 — 9.
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for j =log,n,..., 1
z < Aj.query()
if z #£0:
return any i such that z; # 0
return null // x is the zero vector

Proof. The case x = 0 is clear, as all A; will return the zero vector when queried. Also clear is the
case | support(z)| < k := Clog(1/6), since every A; will receive a vector with support size at most
that of  (and thus will return its received vector exactly), and at least one of the A; must receive
a nonzero vector if  # 0 since every index of x is hashed to exactly one A;.

For the remainder of the proof we thus focus on the case that support(x) > k. Let ¢t denote
| support(z)|. Let 2U) denote the vector = where we zero out all coordinates i such that h(i) # 7,
and define the random variable Tj := |support(z"))|. For some (large) constant ¢ such that
1 <ec<C,let j* € [logyn] be such that clog(1/d) < t/27* < 2clog(1/6§). Such j* must exist since
t > C'log(1/9). We define two events: &; is the event max;>;+ T; < k, and & is the event Tj« > 1.
Note if both events occur, then our query output is guaranteed to be correct. This is because &;
implies A;.query() will correctly return 2U) for all j > j*, and & implies that at least one of these
2U) is nonzero (since in particular U") £ 0). We then show P(—&; V —&;) < 8, by the union bound.

We bound P(—&;) itself by a union bound over j > j*. Note ET; = ¢/2/. Then P(T} >
k) = P(T; > (k27/t) - ET;) < (k27 /t)"C"F (see Eq. (1.7)). Summing over j > j* gives a geo-
metric series dominated by its largest term, which is the term for j*, which is (k27" /t)_c/k <
(k/(clog(1/6))=C"*F = (C/e)=C"* < §/2 for C sufficiently larger than c. P(=&;) is also bounded by
the Chernoff bound. We have E T}« € [clog(1/9),2clog(1/6)]. Thus P(—=&2) = P(T}+ = 0), which is
at most d/2 by the Chernoff bound. O

Remark 4.2.5. It is a useful fact to know that tail bounds imply moment bounds and vice versa.
In one direction, if we have a bound on all moments ||Z]|, then we have a tail bound via Markov’s
inequality: P(|Z| > \) < inf,{\7?||Z|5} (recall |Z||, := (E|Z|?)'/P). The value p > 1 can be
chosen to minimize the right hand side. In the other direction, | Z|[j = [;* pzP~ ' P(|Z| > z)dz via
integration by parts. Thus a tail bound on |Z| yields moment bounds. Now, since the Chernoff
bound gives strong tail bounds, one can use this correspondence to obtain the implied moment
bounds on | ), X; — p for all p > 1, and from those moment bounds re-derive the Chernoff bound
itself by choosing p optimally based on A and p, which is determined by p-wise independence of the
X, if p is an even integer. The punchline is that if one were to carry out this calculation exercise,
one would find that whenever the Chernoff bound yields tail probability ¢, it sufficed to choose
p = O(log(1/9)), so that the X; could be O(log(1/0))-wise independent (see also [BR94, SSS95],
which take different approaches to showing this). This observation allows one to select the h in the
JST sketch from an O(log(1/d))-wise independent family, so that it only takes O(log(1/d)logn)
bits to represent.

4.2.3 AGM sketch

Before describing the AGM sketch, we first design a non-streaming algorithm. Imagine that we
proceed in R = logyn rounds. We start each round with a partition that is a refinement of the
partition of vertices into connected components, and in the first round each vertex is in its own
partition. Now, at the beginning of each round we ask each partition (which we henceforth call
a super-verter) to identify an edge leaving it and entering another partition. At the end of the
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vertex we then merge along the set of all identified edges: if two super-vertices are connected by
an identified edge, we merge them into an even bigger super-vertex. The spanning forest we return
is the set of all identified edges across the rounds. Note this algorithm is correct since the number
of non-maximal components at least halves in each round, and we started with n components and
at the end there are is at least 1.

We now describe how to implement the above approach in the streaming model. Imagine each

vertex u keeps track of a signed meighborhood vector x, € R(). For any edge e such that either e
is not actually in the graph, or e does not contain vertex u, we set (z,) = 0. However if e = (u,v)
is actually in the graph, we set (xzy). = 1 if u < v or (zy)e = —1 if u > v. The key reason for
signing in this way is that if A is a partition (or super-vertex), then if we define x4 := >, 4 %y,
then support(x4) is exactly the set of edges with exactly one endpoint in A and one endpoint in a
different super-vertex. Recall that the data structure of Subsection 4.2.2 is a (randomized) linear
sketch. We pick R = logn such linear sketching matrices independnetly Iy, ..., IIp each with
failure probability § < 1/(n'*#R) (if our desired failure probability is 1/n”). We store in memory
Iz, for all vertices u € [n] and all » € [R]. The total space is thus O(nRlog®n) = O(nlog’n)
bits. We simulate the offline algorithm by, in each round r, forming sketches for each super-vertex
Aas ),y xy, which by linearity is just IL.(}_,c 4 u) = I;z4. We then query for each A to
obtain edges leaving each super-vertex. The probability that we always obtain correct edges is the
probability that no SupportFind query ever fails, which is at most énR < 1/ n® by the union bound.

We remark that one may be tempted to pick only a single II and store all Ilx, in memory.
Then we can reuse the same II in each round. Doing so unfortunately is incorrect. This is be-
cause our guarantees for randomized algorithms A are of the following form: for all inputs =z,
P(A gives the correct answer on input x) > 1 — 4. Here the probability is over some random string
« that provides mathcal A with its source of randomness. But by the order of quantifiers, this
means x must be fixed before drawing « randomly. In other words, = is not allowed to depend on
«. However if we use the same II in each round, then the fact that we merged certain vertices after
round 1 is because of the (random) set of edges our SupportFind data structure happened to identify
in round 1. Then we form super-vertices A based on these identified edges, so our next query in
random 2, i.e. the fact that we are asking about certain A, is correlated with the randomness of II.
The AGM sketch avoids this by using fresh random II, in each round, independent of the linear
sketches used in previous rounds. Thus the queries being asked of II, are uncorrelated with the
randomness used to specify 1I,.

Remark 4.2.6. The version of the AGM sketch described here uses O(nlog?n) bits of memory,
though it is possible to implement it using O(nlog®n) bits of memory. The improvement comes
from slightly changing the definition of the SupportFind problem which the AGM sketch relies on.
Instead, imagine defining the problem so that there are two types of failure modes, with separate
failure probabilities d; and do. In the first failure mode, the data structure should output Fail. In
the second failure mode, it may fail without warning (i.e. it simply outputs an index not actually
in the support of x). Note some failures of the first form are tolerable for the AGM sketch; it
simply means there are some supervertices in some rounds which fail to identify an outgoing edge.
This is acceptable though, as long as most supervertices in most rounds do identify an outgoing
edge (and we can increase R by a constant factor to compensate). Thus we can set d; to be some
small constant, e.g. 1/10. Failures of the second type though are deadly, since even one such failure
causes the entire algorithm to fail. We thus set d2 = 1/ poly(n). It is possible to show that such
a data structure, with these two failure modes where one is allowed to happen fairly often, can be
implemented more memory-efficiently than the structure in Subsection 4.2.2 (though the design of
the data structures are very similar), leading to the optimal implementation of the AGM sketch.
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For details, see the appendix of [NY19].

4.3 Norm estimation

The problem of ¢, norm estimation, i.e. providing a multiplicative approximation to ||z|, :=
O |z;[P)!/P, was first investigated by Alon, Matias, and Szegedy [AMS99]. Specifically, let F,
denote the pth moment ||z|[h = >°F_, |2;|P. As usual, we would like a (1 + ¢)-approximation to
F,, with probability 2/3. It turns out there is a phase transition in the space complexity of F),
estimation.

e 0 <p<2:itis known that poly(e~!logn) words of space is achievable [AMS99, Ind06]. For
p =0, we treat 0° as 0 and any nonzero element to the Oth power as 1, which is the limit of
F, for p | 0. Note that in insertion-only streams, Fy is simply the distinct elements problem
from Section 2.2.

e For p > 2 and constant ¢, it is known the space complexity is n'=2/? up to logarithmic factors
[BJKS04, TWO05]. That is, there are both upper and lower bounds. Recall this fact was
discussed in and below Corollary 3.2.11.

4.3.1 AMS sketch

We now look at the case p = 2, which is solved by the AMS sketch [AMS99]. Let o € {—1,1}™*"
be drawn from a 4-wise independent family for some m < n to be determined later. We need
O(log(mn)) = O(logn) bits, i.e. one machine word, to represent o. Define II € R™*" by II; ; =
0ij/v/m so that y = Ilz satisfies y; = > 0y jz;/\/m. We estimate 2|13 by [|Hz||3 = ||y]l3-

Analysis.

2

1 n
2 2 :
Eyr = EE : 1O'7~7j.7,'j
]:

1 2
= [zl + E Z OrjOr,j' XL
L J#5’
1 2
=— |lzl3 + Y _(Borjon)za;
m
J#3’
1
= )13 + Z(E orj)(Eoyj)xjxj (2-wise independence)
J#5’
Lo
= Liapg,

and thus [|ly[|3 = >°I%, y2 has expectation ||z[|3. Next we need to estimate the variance in order to
apply Chebyshev’s inequality. Observe that

2

1 m
E(lyl3 ~ BlyI3? = -5 & | 303 ooy
r=1j#j’



54 CHAPTER 4. LINEAR SKETCHING

1
= m2 Z Z EJrlyjlUTl,J'207“27j30'1“2,j4)xT,jlxhjzwr,j?)mnﬂ (4.1)
T1,72 j1#£52
JaFja
== Z 7,3, (4.2)
1175]2
2
< 2ol

To see Eq. (4.2), observe that if r; # ry then the four o, ; in Eq. (4.1) all have different indices
and thus by 4-wise independence the expectation is zero. Thus we need only consider the case
r1 = r9 = r. In this case, we must either have j; = j3,jo = j4 or j1 = j4,j2 = Jj3 else at least
one random sign will appear with exponent one and make the expectation zero. Now for a fixed
j < 7', the term a:? ?, appears twice in the summation Eq. (4.2) (once for j; = j,jo = j' and once
for j1 = j', jo = j), whereas it appears four times in Eq. (4.1). We thus multiply by the factor two
to compensate.

Thus by Chebyshev’s inequality, for m > 6/¢? the probability our estimator is outside of
[(1—¢)|zl3, (1 +¢&)||lz||3], i.e. deviates from its expectation by more than e||z||3, is at most

2lzfl 1

Remark 4.3.1. One can also obtain the same result by letting IT be the CountSketch matrix (as
shown in [TZ12]). That is, we pick random h : [n] — [m] from a 2-wise independent family and
o € {—1,1}" from a 4-wise independent family and define IT € R™*" to be the matrix with exactly
one nonzero per column: Hh( y,j = 0j for each j € [n]. Then one can show EHHZHQ = ||z||3 and
Var|[|llz||3] = O(1/m)||z||3, so that by Chebyshev’s inequality for m = O(1/e%) we have ||TLz||3 is
a (1 £ )-approximation of ||z||3 with probability at least 2/3.

4.3.2 Indyk’s p-stable sketch

The AMS sketch gives a memory-efficient sketch for p = 2, but what about other norms? In [Ind06],
Indyk showed that a memory-efficient streaming algorithm exists for estimating ¢, norms for any

€ (0,2) (when p < 1 is not a norm, but |||, := (32, [x:|?) /P is still a well- deﬁned function). To
accomplish this, he made use of p-stable distributions.

Definition 4.3.2. A probability distribution D, over R is said to be p-stable if for Z, 7y, ..., Z,
independently drawn from D, and for any fixed x € R", the random variable ) " | x;Z; is equal in
distribution to ||z||, - Z

Some examples are the standard normal distribution N'(0,1), which is 2-stable. This holds
since x;g; is a gaussian with variance x?, and the sum of independent gaussians is a gaussian
whose variance is the sum of the individual variances. Another less-known example is the Cauchy
distribution, which is I-stable; it has probability density function p(x) = 1/(7(1 + z)?). It is a
known theorem that such distributions exist iff p € (0,2]. Note that p-stable random variables for
p # 2 cannot have bounded variance, since otherwise the sum of independent copies would have to
be gaussian as a limiting distribution by the central theorem. In fact, it is known that any p-stable
distribution must have tail bounds P(|Z] > A) = O(1/(1 + A)P) for all A > 0 [Noll0] (see also
[Nelll, Theorem 42]); this implies that such distributions cannot exist for p > 2 (since otherwise
they would have bounded variance, violating the central limit theorem). For p < 2 in fact the tail
is precisely ©(1/(1 4+ A)P), so they do not have bounded absolute gth moments for any ¢ > p.
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Though p-stable distributions do not necessarily have closed form density functions, they do
have closed form characteristic functions, i.e. ¢z (t) = Ee®Z (i.e. the Fourier tranform of the pdf).
Namely, ¢z(t) = elt”. Note then for the random variable z;Z;, Gz, (1) = E eitzi)Zi — elail?[t]”
Since adding two independent random variables convolves their pdfs, it pointwise multiplies their
characteristic functions, so that ) . x;Z; has characteristic function ellzllp- 1P

We first describe an idealized version of Indyk’s p-stable sketch. Pick a matrix IT € R™*"™ where
the II; ; = Z; j are i.i.d. p-stable random variables, scaled so that P(Z € [-1,1]) = 1/2 (note that
scaling a p-stable distribution by a fixed constant preserves p-stability, i.e. if Z follows a p-stable
distribution then aZ follows a p-stable distribution as well). We maintain y = IIz in memory, and
we estimate ||z||, as mediani<y<m |yil.

Analysis. Let Ig: R — R be the indicator of the set S, i.e. Ig(x) =1if x € S, and it equals zero
otherwise. Then since y,/||z||, is p-stable with scale factor 1, we have E I|_y 1)(y-/||z(|p) = 1/2 for
each r € [m]. Because the p-stable distribution has a pdf which is both bounded and continuous
(this is known; see full discussion in [KNW10a]), we also have the following two facts by linearity
of expectation:

. E[ZT .

=3 +0(em) > B + ciem.

=3 —0O(em) < F + coem.

Note that if > Ij_1_c 14 (¥r/l|2]lp) > m/2 then strictly more than half the y, satisfy |y.| <
(1+¢)||z|lp, and similarly > Tj_1_. 14 (yr/l|2[lp) implies that strictly less than half the y, satisfy
lyr| < (1—¢)]|z||p. Thus if both these events happen simultaneously, we indeed have that the median
estimate is (1 & €)||z|l,. To show that this happens with good probability, we use Chebyshev’s
inequality. Specifically, for any r we have Var{Is(y,/||z|)] < 1 since the range of Ig is [0, 1].
Thus the variances of the above sums are each at most m by independence of the y,. Chebyshev’s
inequality and a union bound thus implies that the probability that either sum deviates from its
expectation by more than 3\/m is at most 2/9. We can then ensure 3\/m < max{ciem, caem} by
picking m > 9(min{ey, co}) 72 /2.

Of course, the two main issue with this idealized algorithm, as in Subsection 2.2.1, are precision
and independence. The II; ; are real numbers, but our computer can only perform finite-precision
arithmetic; this can be dealt with by simply rounding the II; ; to appropriate precision before doing
computation. We will not delve into those details here as they are fairly routine, and we instead
refer the reader to [KNW10a]. Regarding the independence, we used independence in two places:
(1) to argue that the variance of the sum of indicators equals the sum of the variances, and (2) to
know that y, /||z||, is p-stable, so that we can estimate E Is(y,/||x||,). For (1), note this holds even
if the random variables summed are only 2-wise independent. Thus we can simply have that the
random seeds s1,..., S, used to generate the rows of Il are not fully independent, but rather is a

simply from a 2-wise independent sample space. For (2), it is known (though unfortunately quite
complicated to prove so we will not do so here), that k-wise independence suffices for k = O(1/eP).

OE[Z -

Theorem 4.3.3 ([KNW10a)). Let Z1,...,Zy be i.i.d. from Dy, and let Y1,...,Y, be k-wise inde-
pendent from Dy. Then for any fizred x € R",

sup EI oy Zx ) —EI oo Zﬂz )| < O(1/kYP).
c
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Theorem 4.3.3 says that the CDFs of the distributions of >, x;Z; and ), y;Z; are close every-
where. Note (g is sSimply /(oo 5] — {(00,q]> S0 Theorem 4.3.3 implies that the amount of probability
mass in any interval is the same in the two distributions up to an additive O(1/k'/P). We have only
talked about k-wise independence for uniform distributions in this course, but note that any distri-
bution can be generated from a uniform random variable in [0, 1] via the inverse CDF (which in our
case we will discretize to finite precision, i.e. integer multiples of 7 for some small ). Specifically
for p-stable random variables, it is known how to do this generation efficiently [CMS76].

4.3.3 Branching programs and pseudorandom generators

Although Indyk’s p-stable sketch could be derandomized to obtain an optimal algorithm via k-wise
independence, it is unfortunately quite technical to show that this is true, and it was not even
known until about a decade after Indyk published his algorithm. It turns out though that there
is a simple generic way to derandomize many streaming algorithms, and that is by modeling their
execution as that of a Read-Once Branching Program (ROBP) then using a generic Pseudorandom
Generator (PRG) against such objects, such as Nisan’s PRG [Nis92].

0 1 1 0

0 o 0 O

Figure 4.1: ROBP calculating the sum of 4 input bits. The start node is labeled S. There are 5
layers (including the start node layer), where the kth layer (0-indexed) keeps track of the partial
sum of the first k& bits. As the partial sum is always between 0 and 4, we thus have 5 nodes per
layer. The input bits are “0 1 1 0”7, written at the top, and these bits cause us to transition along
the edges colored red to land at a particular final vertex (labeled [, corresponding to a sum of 2).

Definition 4.3.4. A read-once branching program is a directed, layered graph with layers 0,1,2,..., L.
Here L is called the length. The Oth layer has just one vertex, called the start vertex, and every
other layer has the same number of vertices W, called the width. Fach vertex, except in layer L,
has out-degree exactly d for some value of d, and each edge goes into a vertex in the next layer. The
out-edges from a given vertex are also labeled 0,1,...,d — 1. Vertices in layer L have no out-edges.
Such an ROBP can be viewed as computing a function f : {0,1,...,d—1}* — [W], where on input
(x1,22,...,21) € {0,1,...,d — 1}, the evaluation of the function is the index of the vertex one
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arrives at in the final layer by starting at the start vertex and in the ¢th step following the edge
out of the current vertex with label z;.

For example, Fig. 4.1 describes an ROBP which calculates the sum x1 4+ z9 + x3 4+ x4 of 4 input
bits. L is 4 and the width W is 5. Essentially each layer is simply keeping track of the running sum
of the input bits seen so far (which is a number in {0,1,2...,4} and hence at most 5 states are
needed per layer). The left layer with a yellow S is the start vertex, and the red highlighted path
shows the evaluation of f on input (0,1,1,0). The vertex in layer L boxed in yellow denotes the
output state, which here we imagine is indexed as 2 (counting vertices from top to bottom, starting
at 0). Note that one can imagine an ROBP of width W as representing a computation using only
[log, W] bits of memory, since that is the memory required to remember the current state.

In the case of for example Indyk’s p-stable sketch, imagine that we generate each II; ; from a
uniform random number in [0, 1] with only b bits of precision, i.e. an integer multiple of 1/2°, and
we round the resulting p-stable random variable so that it only requires o’ bits of precision to store.
Then since the output of the algorithm is invariant under permutation of the stream (since it applies
a linear sketch), the algorithm’s estimate of ||z||, would be identical if we saw all updates to i =1
first, then ¢ = 2, etc. Consider the following computation which sees the entries of II in row-major
order, i.e. we see the entries in the order IIy 1,11 2,...,II1 5, IIo1, ..., 1oy, ... Iy 1, . s,
(more specifically, we see the b-bit integers that specify each of these entries).

Indyk ROBP:

Clow < 0
Chigh +~—0
forr=1,...,m:
C+0
for j=1,...,n:
C+«C + Zj - Hr,j
if C < (1 2)[jelly:
Clow < Clow + 1
if €< (14 &)l
Chigh 4 Chigh + 1

One can model the evolution of the memory state of Subsection 4.3.3 as a ROBP with d = 2°,
L = mn, and the width sufficiently large to remember C, ¢joy, Chign. If each x; is an integer bounded
by T in magnitude, then we can store C' using b’ + log(nT") bits of precision. Also ¢jo, Chign are
always integers in the set {0,1,...,m}. Thus the total space we need to identify our current state
(i.e. a vertex in a layer) is [logy W] = O(b'+1log(nT)+logm) bits. The final state reveals ¢jou, Chigh,
which is the number of r such that |y,| < (1 — ¢)|jz|, and |y,| < (1 + €)||z||p, respectively. As
seen in Subsection 4.3.2, with probability 7/9 these are simultaneously strictly less than m/2 and
strictly more than m/2.

The goal of a PRG is to preserve the distribution over final states with good probability, so
that feeding the ROBP truly random bits to generate the Il; ; versus pseudorandom bits results in
a distribution over vertices in the final layer that is almost distinguishable.

Definition 4.3.5. The total variation distance between two probability distributions D, D’ is |D —
D/HTV ‘= Supg ’]P’XND(X € S) - [PX/ND/(X/ S S)|

From our perspective, we can imagine that D generates a sequence X of nmb independent,
uniform bits that specifies the II; ;, and D’ generates a pseudorandom sequence X’ of nmb bits. We
can define S to be the set of inputs x (i.e. the nmb bits specifying all of IT) such that for f being
the ROBP representing Subsection 4.3.3, f(x) leads to a memory state that implies Indyk’s output
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is correct, i.e. (1£e¢)||z||p. Then if D, D" have TV-distance at most €, then using the pseudorandom
bits generated by D’ must still lead to a correctness probability of at least 2/3 — e. Nisan’s PRG
gives us just that.

Theorem 4.3.6. Let Ua, denote the uniform distribution on A'. For any S,L > 1 there exists
a function Gpisan @ {0,135 — ({0,1})L for s = O(Slog L) such that for any f calculated by an
ROBP with width 25, degree d = 2°, and length L,

Hf(u{o,l}S,L) - f(Gnisan(u{O,l},s))”TV < exp(—Q(5)).

Furthermore, for any x € {0,1}* and any j € [L], (Gnisan(2)); can be computed in space O(Slog L).

We can thus derandomize Indyk’s algorithm by letting the II; ; be specified by Gpisan applied
to a short s-bit random string for s = O(Slog L) = O((V + log(nT) + logm) - log(mn)) = O((V' +
log(nT))logn) bits since m < n. It can be shown that one can take &’ = O(log(nT'/e)) [KNW10a],
leading to O(log(nT'/e) - logn) bits overall to specify a sufficiently good pseudorandom matrix II.
Overall this leads to an algorithm for £, norm estimation using O(s 2 log(nT'/e) + log(nT /<) logn)
bits of memory (the first summand is for maintaining the actual sketch, and the second is for re-
membering the seed to Nisan’s PRG). Using k-wise independence instead of Nisan’s PRG eliminates
the second term, leading to a space-optimal algorithm (matching a lower bound of [KNW10a]), at
the cost of requiring a much more complicated analysis.



Chapter 5

Johnson-Lindenstrauss Transforms

The following “Johnson-Lindenstrauss lemma” (JL lemma) has been highly impactful in the design
of algorithms for high-dimensional data.

Theorem 5.0.1 (JL lemma [J1.84]). For any ¢ € (0,1) and any X C R? for |X| = n finite, there
exists an embedding f : X — R™ for m = O(e~2logn) such that

Vo€ X, (L—e)z—yl < If(2) — fFW)I3 < (L +e)la —yli3. (5.1)

Note one can take the square root of all terms in Eq. (5.1) to say the £5 norm itself is preserved
(and not the square), which affects € by roughly a factor of 2; we write the squared version as it
makes some later arguments less clumsy.

Remark 5.0.2. For two metric spaces (X,dx), (Y,dy), a map f: X — Y is often called an
embedding or metric embedding. Let p be the smallest value such that there exists some fixed value
¢ such that

Vm,y € X, c- dY(f(x)a f(y)) < dX(«T,y> < pc- dY(f<x)7f(y))

If such p exists, then we say it is the distortion of f; if it does not exist, then we say that f has
unbounded distortion. The JL lemma thus is the statement that any n-point subset of Fuclidean
space embeds into m-dimensional Euclidean space for m = O(¢~?logn) with distortion at most

1 + & (specifically as written above, it would be /(1 +¢)/(1 — €), but this is 1 + O(e) and can be
made at most 1 + ¢ by changing m by a constant factor).

A common use of the JL. lemma is in the design of approximate algorithms for high-dimensional
computational geometry problems. The idea is that given some input X of a set of high-dimensional
vectors, rather than solve the computational problem on X we can instead solve it on f(X) for
an embedding f as in the JL lemma. Then presumably, since f(X) lives in lower dimension, the
algorithm is faster.

Consider as one example the k-means clustering example. In this problem we have input X =
{z1,...,20} C R? and a given integer parameter k > 1, and we would like to return v, ..., y, € R?
minimizing

n
2

2 in, lzs — ;3.

Any choice of the y;’s induce a Voronoi partition P = (Py,...,Px) on X: P, is the set of all i such

59
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that y,. = argmin; ||z; — y;||3. One can then rewrite the k-means objective as

n

k
min min Z ||x; — yﬂp(i)Hg = min min Z Z 2 — y;ll3- (5.2)

k—partitions P Y1,---,Yk =1 k—partitions P Y1,--,Yk i=1iep,

where mp(i) denotes the partition j such that i € P;. One can show then via calculus that for
any fixed P, the optimal choice of the centers y; are the centroids y; := (1/|P;|) }2;cp, xi- Thus
Eq. (5.2) can be rewritten, and via some simple subsequent manipulations one obtains that the
objective is

k

k
1
. 2 . 2
min > ||$i_ﬂj||2—k_p£gi%nspj§1|Pj| > i — walf3- (5.3)

k—patitions P .~
l<Z/€'Pj

]:1 iEPj

From Eq. (5.3) it is apparent that if an embedding f preserves all squares distances within X up to
1+e, then the cost of any clustering (i.e. any partition P) is similarly preserved. Thus we obtain an
approximately optimal clustering by mapping X down to low dimension via the JL lemma, solving
k-means there, then using the discovered clustering partition even for the original high-dimensional
X. Thus, for (1+¢)-approximation it suffices to solve k-means clustering in dimension O(s~2logn).

All known proofs of the JL lemma first prove the following “Distributional Johnson-Lindenstrauss
lemma” (DJL lemma).

Lemma 5.0.3 (DJL lemma). For any ¢, € (0,1/2) and integer d > 1, there exists a distribution
D, 5 over matrices I1 € R™*4 for m = O(e=2log(1/9)) such that for any fized z € R? with ||z|2 = 1,
P (]|[Hz]5 -1 S.
DB (I -1 > ) <

The JL lemma is then a corollary of the DJL lemma for the following reason: we set 6 < 1/n? and
pick a random IT as in the DJL lemma. Then for any x # y € X, we set 2z, := (x—y)/||x—y|l2. The
DJL lemma implies P(|||I1z; 4|3 — 1| > €) < 4, which is equivalent to P(|[|Il(z — y)||3 — ||z — y||3] >
ellr — y||3) < 8. By a union bound, the probability there exists some x # y € X such that
|I(z — y)|I3 ¢ [(1 —e)llz — yll3, (1 + &)||z — y||3] is at most ()6 < 1. Thus there exists a IT* such
that ||[II*(x — y) |13 € [(1 —&)|lz — yl|%, (1 +&)||z — y||3] for all z,y € X. We define f(x) = [T*x.

The main task is thus to prove the DJL lemma.

5.1 Proof of the Distributional Johnson-Lindenstrauss lemma

We prove the DJL lemma using the Hanson-Wright inequality, specifically the tail version (see
Corollary 1.1.16). We will let D, 5 be the distribution over matrices II with i.i.d. entries II,; =
or.i/v/m, where the o,; are independent Rademachers (i.e. uniform in {—1,1}). Define the matrix

27 0 0
B.— O e 0 5.4
oymo | : Lol (54)
0 0 -2 -
Define the vector o € {—1,1}"? by 0 = (01,1,019,--+,01dy--,0m1,---,0mad)- Then Ilz = B,o.

Thus ||TIz||3 =1 = |B.o||3 =1 = 0" B] B,c —Eo"B] B,o. Defining A, := B] B, and applying
Corollary 1.1.16, , ,
P(loTA.o —Eo ' Ayo| > e) < e /IA:lle 4 o=C/lAlL (5.5)
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We thus need to bound ||A.|r and ||A.]|.

We see A, is an md x md block-diagonal matrix with m blocks, where each block equals
(1/m)zz". The squared Frobenius norm is (1/m?)Y.7"  ||lzzT[2 = (1/m?) > 12” £ ] =
(1/m)||z||3 = 1/m. We also have ||A.|| is its largest singular value. Since A, is real and sym-
metric, the spectral theorem implies all its eigenvalues are real. Thus the largest singular value
is the largest magnitude of any eigenvalue. Since A, is block-diagonal, its eigenvalues are the
eigenvalues of each block. Thus we just need to bound the largest eigenvalue of (1/m)zz". This

is a rank-1 matrix whose sole eigenvector with nonzero eigenvalue is z, which has corresponding
eigenvalue (1/m)||z||3 = 1/m. Thus overall, Eq. (5.5) is bounded by

—_Ce? _
e Ce /m+e Ce/m

which is at most § for m = Q(e~log(1/6) + e 2log(1/5)) = (=2 1og(1/6)), as desired.

5.2 Lower bound

One can ask whether the m = Q(e 2 logn) is optimal: does there exist a set X of size n such that
any (1 + ¢)-distortion embedding of X with the Euclidean metric into m-dimensional Euclidean
space must have m = Q(e 2logn). The first lower bound for this problem was in the original
JL paper itself [JL84], which showed that for ¢ smaller than some fixed constant, m = Q(logn)
is required. We present their argument here since it uses volumetric reasoning that will be useful
later for the optimal lower bound in Subsection 5.2.2.

The point set for the original JL lower bound was X = {0,e1,...,e,-1} C R", where ¢; is the
ith standard basis vector (1 in the ith position and 0 elsewhere). Suppose f : X — R™ satisfies

Ve,y e X, (1—-e)llz —yll2 < f(x) = f(W)ll2 < A +e)llz —yll2.

Without loss of generality we may assume f(0) = 0 (else translate the image of f by f(0), which
does not change its distortion). efine €; := f(e;). Then since ||&; — 0|2 = ||&; — f(0)]|2 = (1xe)|lei||2,
we have that 1 — ¢ < ||&]]2 < 1+ ¢&. We also have that for i # j, ||& — &jll2 > (1 — €)v/2, so the
radius (1 —&)v/2/2 balls around the é; have disjoint interior. Meanwhile, each of these balls is fully
contained in a radius (max; [|&|2) + (1 —)v2/2 < (1 +e+ (1 — 5)\/5/2)—radius ball about the
origin. Thus, for By(a,r) denoting the ball of radius r about point a under metric d,

v0l(By, (0,14 & + (1 — £)v2/2)) > vol (U2 By, (&, (1 — £)v2/2))
= z_: ol(By, (&, (1 — €)V/2/2)) (by disjointness of the balls)

=(n-1)- UOZ(Bb( 7(1_€>\/§/2))7

1+€+(1—5)\/§/2)m
(1-e)v2/2
This follows since the volume ratio of a radius-r; ball and radius-ro ball in dimension m is (r2/r1)™

Historically, after the original JL lower bound, [Alo03] proved an improved lower bound of

m = Q(min{n, 2 log(gl?e)}) that depended on e. It was though slightly suboptimal in m (by a

which implies n — 1 < ( , so that m = Q(logn) as long as € < 1 is a fixed constant.

log(1/e) factor). The optimal lower bound of Q(min{n,e 2logn}) was proven in [LN16] but only
against embeddings f which are linear. The linearity assumption was removed and a lower bound
of m = Q(¢72logn) was proven in [LLN17] againts all embeddings, even nonlinear ones, under the
assumption 1/e2 < min{n,d}*. This assumption is almost optimal, in the sense that there is
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always an upper bound of min{n — 1,d}: m = d is achievable with € = 0 by the identity map, and
we can also always translate the points so that one point is zero (this does not change pairwise
distances), so that the points span an at most (n—1)-dimensional subspace, also implying that m =
n—1 is achievable with € = 0. Thus we can never hope to prove an e~ 2 log n lower bound in the case
that this expression is larger than min{n — 1,d}. A lower bound of m = Q(min{n, d,e~2log(c?n)})
was then proven in [AK17] for all e.

5.2.1 Distributional JL

One can also ask whether the DJL lemma (Lemma 5.0.3) is optimal. Note that even if so, it does
not imply that the JL lemma is optimal, because in principle one could achieve improved bounds
for Euclidean dimensionality reduction without using random linear maps as in the DJL lemma
(though it turns out not be the case, as we will see in Subsection 5.2.2). The DJL lemma was in fact
shown optimal in [JW13, KMN11]. The lower bound of [JW13] is via communication complexity
and is more general, in that it is a lower bound applying to any communication protocol that allows
for estimating ¢ norms with small failure probability. We sketch here the lower bound argument
of [KMNT11].

Theorem 5.2.1. Let n,d > 1 and ¢, € (0,1/2) be fized. Suppose D s is a distribution over Rxd
such that for all z € §4=1 (the unit sphere),

P mz)2 -1 5.
HN%(\H zllz =1 >¢) <

Then m = Q(min{d, e 21og(1/6)}).

Proof sketch. We use (the easy direction of) Yao’s minimax principle. Specifically,

Vze ST P (0231 >¢€)<§
HNDE,6
— P P (|Hz|i-1]>¢) <4 (for any distribution Z over §971)
2~ZTND, 5

PP ()2 -1 5
:>HND€762NZ(III 2|3 -1 >¢) <

— 3 e R™4 P (|||Tz]3 — 1] > ¢) < 4.
Z~Z

One then simply shows for an appropriate “hard distribution” Z, such II cannot exist unless
m = Q(min{d, e 2log(1/6)}). It turns out one can show this for the hard distribution of Z simply
being a uniform vector over the sphere. O

5.2.2 Optimal JL lower bound

Before we prove the optimal JL lower bound of [LN17], we introduce some necessary background
from convex geometry.

Definition 5.2.2. A convez body is a compact, convex subset of R? with non-empty interior. Recall
K c R% is convex if for all z,y € K, the straight line from z to y is fully contained in K. It is
compact if it is closed (contains all its limit points) and bounded (this is not the general definition
of compactness, but it’s equivalent for R?). A convex body is symmetricif x € K < —x € K. Note
a symmetric convex body must thus contain 0 (look at the line between x and —z for some z € K,
which must exist since K has non-empty interior).
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Symmetric convex bodies are in 1-to-1 correspondence with normed spaces in R%. Specifically,
given a norm || - || we can define a symmetric convex body K = {z : ||z| < 1}. Given a symmetric
convex body K, we can define a norm || - ||x by ||z||x = sup{t: tx € K}.

Definition 5.2.3 (entropy numbers, e-nets). Let (X,dx) be a metric space and 7' C X. For
€ > 0, an e-net of T is a subset TV C X such that for all x € T, there exists 2’ € T” such that
dx(z,2") < e. We define the entropy number N (T, dx, €) as the size of the smallest e-net of 7" under
metric dx. Given a set A and symmetric convex body K, both in R¢, we abuse notation and also
define N'(A, K) to be the minimum number of translations of K required to cover every point in
A. Note that N(T,dH.”K,E) = N(T, €K).

The following lemma is a standard volumetric argument.

Lemma 5.2.4. Let B be the unit ball of some norm || - || in RE. Then N'(B, | - ||,€) < (14 2/¢)?.

Proof. We define the packing number P(A,d,e) as the maximum number of radius-¢ pairwise dis-
joint balls under metric that can fit in A, centered at points in A. Then consider an optimal
packing for P(B, | - ||,e/2) with centers ci,...,cy. The union of all such balls fits inside a ball
of radius 1+ ¢/2, and thus vol(B.|(0,1 +¢/2)) > N - vol(B.gs(0,£/2)). Thus N is at most the
ratio of those volumes, which is (1 + 2/¢)?. Meanwhile, the balls of radius e about the ¢; must
cover B completely. This is because if there is some z € B which is not covered, then Vi € [N],
By (z,e/2) N By (ci,e/2) = 0. But then we could have added z to the packing, violating maxi-
mality of the packing, a contradiction. O

Next, we make a simple observation relating the additive preservation of dot products and
Fuclidean embeddings with low distortion.

Lemma 5.2.5. Let X C S9! be such that it contains 0 and f : X — R™ satisfies f(0) = 0 and

v,y € X, (L—e)lle -yl < If (@) = fFW)I < 1+ o)z — yl3- (5.6)

Then
Vo,y € X\{0}, [(f(@), f(y)) — (z,y)] < 3e. (5.7)

Proof. We have
lz = ylI3 = llel3 + Iyl — 2(z,y) = 2 = 2(z,y)

and

1f (@) = F)I3 = 1F @3 + I F W3 - 2(f (), f(y)) = L £ e+ 1£e —2(f(x), f(y)).

Subtracting and rearranging, we have

[(F@), ) — ()] < 5 [2e +ella — yl3] < 3e.

The above inequality holds by the triangle inequality since ||z — y||2 < ||z]l2 + ||y]l2 = 2. O

We now outline the proof of the lower bound, which is a compression argument (as in Sec-
tion 3.1). We define a collection X of n-point sequences in R?. We show that if for each X € X
there exists an embedding fx : X — R™ satisfying Eq. (5.7) for m < e 2logn with error €, then
there must be an injection g: X — {0,1}* for some S < log, |X|. This is a contradiction, and
thus there must be some X € X such that no such fx exists. By Lemma 5.2.5, there must thus
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be no embedding with distortion at most 1 4 €/3 into such small m. The theorem then follows by
applying the argument to ¢/ = 3e.

Define k = [1/(100e?)] and ys = (1/Vk) Y ;cqei- We let X consist of all point sequences of
the form X = (0,e1,€2,...,€4,Ys,,---,Ys,_,_,) Where the S; are subset of [d] of size k each. Thus

|X| = (z)n_d_l. Note that (e;,ys) is either 0 (if i ¢ S) or 10e (if i € S). Thus knowing (e;, ys;)
for each i, j is enough to determine X completely. We will show that if the desired fx exists for
all X € X (i.e. preserving these dot products up to +¢), embedding into dimension m, then there
exists an injection g: X — {0, 1} and thus we must have nm = Q(log, |X|) = Q(nklog(d/k)).
Thus m = Q(klog(d/k)). We first assume d = n/log(1/¢) and 1/e2 < n%. Thus we have
m = Q(e?logn), as desired. We now simply must show how to define such g.

We would like to set g(X) to be the concatenation of entries of the sequence of vectors
fx(0), fx(e1),..., fulea), fx(wsy)s-- -, fx(ys,_, ), which would be nm numbers. Then since fx
preserves dot products up to additive ¢, we can know whether i € S; based on whether (fx (e;), fx (vs;))
is either at most € or at least 9. Unfortunately this does not work, since then g maps X to nm real
numbers, but we want a map into O(nm) bits. We now show how to get around this in progressively
better ways. We henceforth refer to fx as simply f.

Constructing g¢: first attempt. Our first approach is to round each entry of f(z) to the
nearest integer multiple of v for some small v > 0. Since f(z) for  # 0 has norm that is 1 &+ ¢,
each entry of f(x) must be in the interval [-1 — €,1 4 €]. Thus there are at most [(2 4 2¢)/v]| =
O(1/~) possible multiples of ~ that each entry could be rounded to. Thus, after rounding, the

the sequence f(0), f(e1), ..., f(eq), f(ys,),---, f(ys,_, ,) consumes at most O(ndlog(1/7)) bits to
specify. Meanwhile, the dot products after rounding are

m

D (fle) £9)(Flys) £9) = (flen), Flys)) £y f (el £1f(ys)lh £ma?

=1

By Cauchy-Schwarz, ||f(e;)l1 < vmllf(e)]l2 < (14 O(g))y/m, and similarly for || f(ys)|1. Thus
the total additive error in computing (f(e;), f(ys)) is at most € for v = ©(¢/y/m). Recalling
(f(ei), f(ys)) approximates (e;,ys) up to additive +e, we thus know (e;,ys) up to additive +2¢.
We can thus declare i € S if our estimated dot product is at least 8¢, and i ¢ S if it is at most
2e. Our g then maps into O(nmlog(1/v)) = O(nmlog(m/e)) bits. Since this quantity must be at
least 2(ne=2logn), we have m = Q(E*Qk)g(l/s’% .

Constructing g: second attempt. In the first attempt we picked a y-net B’ of By, (0,1 4+ ¢)
under the /o, norm and rounded each f(x) to the closest element in B’. What if we instead picked

B" to be a y-net under ¢o and not ¢o,? Let f(x) be the closest point to f(z) in B” (under ¢5).
Then

(f(@) = (@), f(y) + (f) — F()))

+
<f($),f(y)> (f(2), fy) = f(y) + (f(@) = f(2), F()) + (F(2) = f(2), f(y) = f(y))
f)+0()

with the last inequality holding by Cauchy-Schwarz, since \|ﬂ§) ( )||2, ||f( ) — f@)]2 < 7.
Thus if we set v = ce for a sufficiently small constant ¢, we have <f(x), f(y) = (f(x), f(y)) te.
Thus again we can thus declare ¢ € S if (f(x), f(y)) is at least 8, and ¢ ¢ S if it is at most 2e.
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By Lemma 5.2.4 B” has size at most O(1/¢)™, and thus the number of bits to specify (f(x))zex
is O(nmlog(1/e)), which must be Q(log|X]|). Thus m = Q(s_zlog’(gl;La)). This recovers the lower
bound of Alon [Alo03], but with a totally different proof.

Constructing g: final attempt. We now remove the log(1/¢) in the denominator in the previous

attempt. Recall the second attempt showed that it was enough to know (f(e;), f(ys,)) for each

~  ———

i €[d],j€[n—d—1] torecover X € X. Thus if we define v; € R? by v; := (f(es), f(ys,)), then it
is enough to know all the v;. In fact, it is even enough to know a set of ¥; such that ||0; —vj||ec < €
for each j. That is, we only need to know roundings of the v; in an e-net under the ¢, metric,
since then we can distinguish whether ¢ € S; by whether (7;); is at most 3¢ or at least 7e.

If we define a matrix A € R™™ to have its ith row be f(e;), then we see that vj = Ays,. Thus
the v; live in the subspace E which is the column space of A, and since A has at most m columns,

we have dim(E) < m. Also since <f/(\ei/),f(yg)) = (f(ei), f(ys)) £ € = (ei,ys) £ 2e, we know that
|vjlloo < 12¢ for each j. Thus if we define K := EN By (0,12¢), then v; € K for each j. Now the
beauty: K is a symmetric convex body, so it defines a norm! Thus if we let K’ be a 1/12th-net of K
in the K-norm, it implies that for any v € K there exists 0 € K’ such that ||v — 9||s < e. This will
be our definition of the ¥;: simply the rounding of the v; to the closest points (under the K-norm)
in K'. The size of K’ is O(1+2/(1/12))™ = O(1)™ since K is m-dimensional (Lemma 5.2.4), and
thus v, can be specified in O(m) bits. Thus we all ¥; for every j € [n — d — 1] can be specified in
O(nm) bits combined!

There is one slight catch: recall in compression arguments we typically show that the “com-
pression” is an injection by showing that it is possible to invert. But for the decompresser to
invert, they will need to know which body K we are talking about. For that, they need to know
the matrix A, which depends on f = fx and j\hlls depends on X. We accomplish this by simply
writing down A explicitly, row-by-row; each f(e;) takes O(mlog(1/e)) bits, so in total this takes
O(dmlog(1/e)) = O(nm) bits since d = n/log(1/e).

Removing the assumption d = n/log(1/¢). Above we showed how to obtain the optimal lower
bound when d = n/log(1/¢). What about for other d? Showing a hard set with larger d exists
is easy: we simply take the hard point set in dimension n/log(1/¢) then pad all the vectors with
zeroes to make them dimension d.

What about for smaller d? Suppose X is a hard point set in dimension n/log(1/e), i.e. any
embedding with distortion (1 +¢)? = 1 + O(e) needs target dimension > ce~?logn. Consider
the set of points f(X) in dimension d’ = O(¢~2logn) where f: X — R? has distortion at most
1+ &; such f exists by the JL lemma. Then f(X) must similarly be “hard” (i.e. require target
dimension > ce~2logn to achieve distortion 1 + ¢), since otherwise if one could embed into such
small dimension with low distortion via a mapping g, then go f would be a good embedding for X.

5.3 Speeding up Johnson-Lindenstrauss transforms

Recall one motivation for dimensionality reduction: we have some dataset X C R% for d large on
which we would like to solve some computational geometry problem. We would like to map X
down to some f(X) C R™ for m < d then solve the problem on f(X), which is hopefully faster
than solving it on X since m is much smaller. Achieving m as small as possible is thus important
to solving f(X) quickly, but also important is being able to compute f(X) quickly. That is, given
a point x € X, we would like an f that allows us to compute f(z) quickly.
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The original JL map of [JL.84] chose f(z) = Ilz, where II is (scaled) orthogonal projection
onto a random m-dimensional subspace of R¢. Thus we would like to pick a random basis of m
orthonormal vectors. We can accomplish this by picking a gaussian vector g1 ~ N(0,1;) then
letting the first row of II be 7 := g1/||g1]|2. For r2, we pick another go ~ N (0, ;) independently
and define go = g2 — (92, 91)g1 then ro := go/||g2]|]2. That is, we first subtract its projection onto
g1 before normalizing to form go. In general for r; we pick g;, subtract off its projection onto
the span of g1,...,g;—1, then normalize (the “Gram-Schmidt process”). In the end, IT is a dense,
unstructured matrix, so computing I1z takes O(md) time. Can we do better?

The first work to provide any improvement in embedding time is Achlioptas [Ach03]. That
work looked at the bound m = Ce~21n(1/6§) for DJL and provided a new argument showing that
the best known bound of C' is achievable while simultaneously making the matrix II sparser by
a factor of three. That is, the II; ; are independent, equal to 1/4/s with probability 1/6, —1//s
with probability 1/6, and 0 with probability 2/3, for s = m/3. Thus in expectation, 2/3rds of
the entries of II are non-zero. Since Ilz = . 211" where IT’ is the ith column of II, one could
potentially perform this computation faster than if II had been completely dense.

The next improvement came from the “Fast Johnson-Lindenstrauss Transform” (FJLT) of
[ACO09]. The main idea here is that if S € R™*? is a sampling matrix, i.e. a 1 in a random location
per row (and zeroes elsewhere in the row), with rows chosen independently, then E || \/%SZH% = ||2|13

for any vector z. Note computing the mapping z — ﬁS z is fast (O(m) time). The problem is that
the variance might be quite high, e.g. if z has its mass concentrated on one or few coordinates. The
FJLT applies a random pre-conditioning operation to z, i.e. z — Rz for a certain random orthog-
onal matrix R, such that ||Rz||/||Rz||2 is small with high probability, which is one mathematical
way to express that Rz is “well-spread”, with no one coordinate having too much mass. One can
then show that conditioning on the event that it is well-spread, LmS Rz has roughly the same norm

as z with high probability. The runtime of the FJLT to embed a vector z is O(dlogd+m?), though
subsequent works have improved the m? term [AL09, AL13, KW11]. We discuss the FJLT further
in Subsection 5.3.2.

The main downside of the FJLT is that it is not fast for sparse inputs z. Sparse data comes up
frequently in data science applications, e.g. representing a document as a “bag of words” (that is,
d may be the size of the dictionary, and for some document D, zp € R? is defined by z; being the
number of occurrences of word i in D). Since most documents do not contain the entire dictionary, z
is likely sparse. The FJLT works by preconditioning z to eliminate its sparsity with high probability,
so that sampling works. But if z was sparse to begin with, we may hope for running times that
depend on its sparsity as opposed to its dimensionality. One way to achieve this is to let the
embedding matrix II itself be sparse. If II has at most s non-zero entries per column, then IIz can
be computed in time O(s- ||z]|p), where ||z||o := |[{i : 2; # 0}|. It turns out that for the DJL lemma,
m = O(s 2log(1/4)) can still be achieved with s only O(em) = O(¢~'log(1/§)). Thus using that
Mz =", zIT', we can compute Iz faster by a factor 1/ compared with dense IT. The first work
providing an asymptotically sparser embedding matrix was [DKS10], with improvements later in
[KN10, BOR10]. The SJLT bound stated above, which used a different construction from the prior
works, is from [KN14], with a nearly matching lower bound shown in [NN13b]. A simpler proof of
the upper bound was later provided in [CJN18]. We discuss the SJLT further in Subsection 5.3.1.

5.3.1 Sparse Johnson-Lindenstrauss Transform

As mentioned, one natural way to speed up JL is to make II sparse. If II has s non-zero entries per
column, then Ilz can be multiplied in time O(s - ||z||p). The goal is then to make s, m as small as
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possible.

We consider the CountSketch matrix introduced in Subsection 4.1.2, which was first shown
to provide DJL in [TZ12] as mentioned in Remark 4.3.1. In in the construction II being the
CountSketch, one picks a hash function h : [d] — [m] from a 2-wise independent family, and a
sequence of bits o1,...,04 € {—1,1} from a 4-wise independent family. Then for each i € [d],
M) = 0i, and the rest of the ith column is 0. It was shown in [TZ12] that this distribution
provides DJL for m > 1/(¢26). Note that the column sparsity is s = 1 as described here. The
analysis is simply via Chebyshev’s inequality, after doing an expectation and variance calculation.

The reason for the poor dependence in m on the failure probability § is that we use Chebyshev’s
inequality. We will make improvements by using Hanson-Wright, i.e. a bound on the p-norms of
quadratic forms. Recall that a bound on p-norms gives tail bounds via Markov’s inequality.

To improve the dependence of m on 1/, we allow ourselves to increase s. Here we analyze the
Sparse JL Transform (SJLT) [KN14]. This is a JL distribution over IT having exactly s non-zero
entries per column. The analysis we give below can be found in [CJNI8§].

As previously, without loss of generality we assume z € R? has ||z||2 = 1. Our random IT € R™*¢
satisfies II,; = n;0,;/1/s for some integer 1 < s < m. The o,; are independent Rademachers.
The 7,; are Bernoulli random variables satisfying:

e For all r,i, En,; = s/m.
e For any 4, Y "  n,; = s. That is, each column of II has ezactly s non-zero entries.

e The 7, are negatively correlated. That is, for any subset S of [m]x[n], we have E]](, e g i <
Mirpes Enri = (s/m)ls.

The above is satisfied by the CountSketch, but any distribution satisfying the above criteria would
do. For example, we could also select exactly s entries per column to be non-zero, uniformly without
replacement.

We would like to show the following, which is the main theorem of [KN14].

Theorem 5.3.1. As long as m ~ ¢ 2log(1/6) and s ~ em,

Vz:||zlle =1, ]IHD(|HH,Z||% —1]>¢) <. (5.8)
Proof. Abusing notation and treating o as an md-dimensional vector,

1 & def
E=|z|3-1= S SO it orior zizg < o Ao,

r=1 i#j

Thus by Hanson-Wright

1By < WP - [ Aznlle +p- 1 Aznlllly < VP - Az yllellp +2 - Azl

A, ., is a block diagonal matrix with m blocks, where the rth block is (1/s)z((2(")T but with
the diagonal zeroed out. Here z(") is the vector with (z(”))i = nr;2;. Now we just need to bound
1Azl F|lllp and |||[Azy|l|lp, where here the p-norm is over the randomness in 7.

Since A, is block-diagonal, its operator norm is the largest operator norm of any block. The
eigenvalue of the rth block is at most (1/s) - max{||z("|3, 2|2} < 1/s, and thus ||A,,| < 1/s
with probability 1.
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Next, define Q; j = > - 1yiny,; SO that
1
2 2.2
[Aznllz = 2 Zzz Zj - Qij-
i#]
We will show for p ~ s%/m that for all i, j, |Q; ;|l, < p, where we take the p-norm over 7. Therefore
for this p,

1/2
114z allzll = 11420111/
1 1/2
<l > 227 Qiglly
i
1/2
1
< 5 szz? Qi jlp (triangle inequality)
i
1
< —

p— ‘\/m
Then by Markov’s inequality and the settings of p, s, m,
P(||[[z]|2 — 1] > &) = P(lo " A, 0| > &) <P - CP(m™P/? 4 57P) < 6.

We now show ||Q; ||, S p, for which we use Bernstein’s inequality (Theorem 1.1.17).

Suppose 7y s - - - s Mas,i are all 1, where a1 < a2 < ... < as. Now, note (); ; can be written as
Ele Y;, where Y; is an indicator random variable for the event that 7, ; = 1. The Y; are not
independent, but for any integer p > 1 their pth moment is upper bounded by the case that the Y;
are independent Bernoulli each of expectation s/m (this can be seen by simply expanding (>, ¥;)?
then comparing with the independent Bernoulli case monomial by monomial in the expansion).
Thus Bernstein applies, and as desired we have

1Qijlly = 11> Yilly S V/s%/m-/p+p~p.
t

5.3.2 Fast Johnson-Lindenstrauss Transform

Another approach for obtaining fast JL was investigated by Ailon and Chazelle [AC09]. This
approach gives a running time to compute I1x of roughly O(dlogd), which is faster than the sparse
JL approach when x is sufficiently dense. They called their transformation the Fast Johnson-
Lindenstrauss Transform (FJLT). A construction similar to theirs, which we will analyze here, is
the m x d matrix II defined as

1
II= \/mSH D (5.9)
where S is an m x d sampling matrix with replacement (each row has a 1 in a uniformly random
location and zeroes elsewhere, and the rows are independent), H is an unnormalized bounded or-
thonormal system, and D = diag(«) for a vector a of n independent Rademachers. An unnormalized
bounded orthonormal system is a matrix H € R"*" such that H'H = d - I and max; j |H; ;| < 1.
For example, H can be the unnormalized Fourier matrix or Hadamard matrix!. The original FJLT

'The d x d unnormalized Hadamard matrix for d = 2¥ when using 0-based indexing for entries has H;; =
(—1)“’]‘> mod 2 where § is the k-dimensional binary vector obtained by writing ¢ in binary, 0 <17 < d.
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replaced S with a random sparse matrix P, which has certain advantages; see Remark 5.3.3. For a
vector v € RY, diag(v) is a d x d diagonal matrix with ith diagonal entry equal to v;.

The motivation for the construction Eq. (5.9) is speed: D can be applied in O(d) time, H
in O(dlogd) time (e.g. using the Fast Fourier Transform for the DFT, or a divide-and-conquer
algorithm for the Hadamard transform), and S in O(m) time. Thus, overall, applying II to any
fixed vector x takes O(dlogd) time. Compare this with using a dense matrix of Rademachers,
which takes O(md) time to apply.

The intuition for why the construction works is as follows. We would ideally like to simply set
II= ﬁS since then E ||[I1z||3 = ||z||3. The problem is that the variance may be very large, which
would necessitate us setting m to be large — for example, consider z = ey, or more generally any
vector with most of its f2 mass concentrated in one or few coordinates. Unless m = Q(d), it is
likely that Sz = 0. To fix this, [AC09] performs a randomized pre-conditioning step motivated by
the so-called “uncertainty principle” from quantum mechanics: a vector and its Fourier transform
cannot both be concentrated in few coordinates. Thus rather than apply S to z, we could perhaps
apply it to Hz where H is a bounded orthonormal system (like the Discrete Fourier Transform).
There is still a problem though: we may have the opposite problem, namely that z has its mass well
spread across all its coordinates, but Hz has its mass all collapsed to one or few coordinates. In
fact, for the Hadamard transform it is possible to construct example z in which both z and Hz have
their mass equally spread on v/d coordinates, so that either one would requre m = Q(\/E) if using a
sampling matrix. The work [AC09] fixes this by introducing randomness into the pre-conditioning
step, namely by first multiplying by the matrix D = diag(a) above. They then show that with
high probability ||HDz|| is small; conditioned on this event, S then preserves the norm of HDz
with high probability. We show below the proof of [AC09] that for m > e=2log(1/5)log(d/§), the
random IT described in Eq. (5.9) provides DJL.

Theorem 5.3.2. Let z € R? be an arbitrary unit norm vector, and suppose 0 < £,6 < 1/2. Also
let 11 = SHD as described above with a number of rows equal to m > e~ 2log(1/)log(d/§). Then

B(||Tel3 1] > ) <6,

Proof. Define y = HDz. Define the event £ that ||y|cc < \/21In(4d/§). Note y; = Z;.lzl H; joz;.
Then by Khintchine’s inequality (Theorem 1.1.7),

21n(4d/$) 5

P(lyi| > v/2In(4d)8)) < 2e *Ti=1 i) = 5

since |H; j| = 1. Thus by a union bound over all i € [d], P(§) > 1 — ¢/2. We now upper bound
the conditional probability P( ]||ﬁ5y\|§ — 1] > e | £), for which we use Bernstein’s inequality

(Corollary 1.1.18).
In the language of Corollary 1.1.18, H\/%SyH% can be expressed as X := Y ", X; where the X;

are i.i.d., each equal to y?/m for a uniformly random i € [d], and bounded by K := 21In(4d/5)/m
when we condition on €. Since ||y||3 = d, we have E X; = 1/m so that EX = 1. We also have

EX?=> EX]+> (EX;)(EX))
i i#]
=m-EX?+m(m—1)(EX;)?
<K+1
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Since 02 := Var[X] =E X2 — (E X)?, we thus have 02 < K. Therefore by Corollary 1.1.18,
52 e e2m em
H 1>¢c|€ C% 4 e C%k = ¢ Ymaam 4 o Oy

which is less than 6/2 for m 2> e~ 2log(1/9)log(d/§). Therefore

(s =) e

Remark 5.3.3. Note that the FJLT as analyzed above provides suboptimal m. If one desired
optimal m, one can instead use the embedding matrix IT'II,where II is the FJLT and II' is, say,
a dense matrix with Rademacher entries having the optimal m’ = O(¢?log(1/§)) rows. The
downside is that the runtime to apply our embedding worsens by an additive m - m’. [AC09]
slightly improved this additive term (by an £? multiplicative factor) by replacing the matrix S with
a random sparse matrix P.

-1 -1

HSHDZ

§€|5> > (1-6/2)> >1—06.

O

Remark 5.3.4. It is possible to improve the analysis to show that in fact m > e~ 2log(1/4) log(1/(¢6))
suffices; see Theorem 9 of the full version of [CNW16].

5.3.3 Krahmer-Ward theorem

Following work of Ailon and Liberty [AL13], Krahmer and Ward [KW11] proved a theorem that
shows that there is a totally different path to analyzing JL matrices of the form ﬁSH D as in
Subsection 5.3.2. The analysis of [AC09] can be summarized as: for fixed z, condition on the event
& that HD is “nice”, then show that sampling preserves the norm with high probability given £
(here “nice” meant that |HDz||o was small). Krahmer and Ward parenthesize the conditioning in
a different way: they instead show that if ﬁSH is “nice”, then @H D provides a JL distribution
D. s as in Lemma 5.0.3. The notion of niceness here depends on a notion known as the restricted
isometry property [CT05], which we elaborate on in a later chapter when we discuss compressed
sensing.

Definition 5.3.5. A matrix II € R"™*? satisfies the (e, k)-Restricted Isometry Property (or (e, k)-
RIP) if for all k-sparse vectors z € R? (i.e. |{i: z; # 0} < k),
(1= e)llzl3 < =3 < (1 +€)ll=]l3-

Lemma 5.3.6. For Il € R™*? qnd i € [d], let II' denote the m x d matriz where all columns except
the ith one are zeroed out. For S C [d] let II° denote >, g II'. Then if I satisfies (¢, k)-RIP,

(a) sup|g< [|(TT7) TII% — 1% < ¢
(b) supys)4 < () T <&
SNT=0
Proof. (a). Since Iz = II*"PPort(2)z this holds since for real symmetric M we have |M| =
SUp||z[2=1 |ZTMZ‘
(b). Fix S,T with |S|+ |T| < k. Then |[(II®) "IL" || = sup support(s)cs,jz|o=1 # ' Hw. Note
support(w)CT,|lw|l2=1

2 I w = (T2, Tw)
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_ iqm(z +w)|3 = [T(z - w)||3)

= {Q £z +wlf — (1 £e)z — w]}) (IT satisfies (=, k)-RIP)
= i (£ e)U2ll3 + wl3 = (z,w)) = (1 £ )23 + w3 = 2(z,w)))
= (2el|203 = 2elwl}) (2 w) =0)
= *e.

0

The following is a known result of Haviv and Regev [HR16], following [CT06, RV08, Boul4],
which we will not cover the proof of here.

Theorem 5.3.7. Let H € R¥™? be a bounded orthonormal system, and let S € R™*¢ be a sampling
matriz: its rows are independent, with each row having a 1 in a uniformly random location and
zeroes elsewhere. Then for m = O(e=2log?(1/e)klog?(k/e)logd), \/%SH satisfies (e, k)-RIP with
probability at least 1 — exp(—Q(log(k/e) - logd)).

Theorem 5.3.8. The following holds for some universal constants ¢,C > 0. Suppose €,d € (0,1/2)

are such that 11 € R™*? satisfies (ce,2k)-RIP for k = log(4/5). For vector a € R? let D, denote
the d x d diagonal matriz with D; ; = a;. Let o € {—1, 1}¢ be chosen uniformly at random. Then

Vllzllz = 1, P(|ITLD, 23 — 1| > €) < 6.

Proof. Relabel coordinates so that |z1| > |z2| > --+ > |z4|. Define S; = {(k—1)-i+1,(k—1)-
i+2,...,(k—1)-i+k} and define z;) := zg, € RY. That is, we partition the entries of z into
size-k blocks, so z(1) contains the largest k entries in magnitude, z(3) contains the next largest k,
etc., with all other entries zeroed out. Also define M;) := M i for a matrix i (using the definition
of M5 from Lemma 5.3.6). Then observing D,z = D,o, we have

Dy 2|5 = |11D.o|3
=o' D,I'ID,o
=o' Xo

for X := D,II'IID,, which is a d x d matrix. Note D, = >, D, and IT = 7, 11(;), so that
DD, =37, ; D11 I;y D.j). We decompose X = A+ B+ BT + C where

o T
A= Dey I Dag
T
B =) DIyl D)
J

L T
C =Y D) D)
ij>1
i#£j

Graphically we have the following picture, where each matrix is filled with zeroes in the white
regions, and the portions with black ground have entries identical to that of X:
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We will show that for each one of the following events, it fails to hold with probability at most
d/4; the theorem then follows by a union bound:

E: ol Ao = 1+5

Ey: o' Bo = :I:i
E: 0 Blo = +5

Es: 0 Co = +5

Analyzing &;:

ol Ao = ZO‘
ZZ%Do(i) iy Doi) 2
ZZHH Dyiy2(a I3

= D2 1002013
£ D2 =3
= (1% )]sl

€
=1+-.
4

=)y (i) Dagiy o i

Thus &; holds with probability 1 (given that IT is RIP).

(Dg(iy2(i) is k-sparse)

Analyzing &: Let x(_y) denote z — z(y) (so only the first block is zeroed out). Define Iy
similarly. Then o' Bo = o)D) II[ I D, 1y0(_1). Define v := (o) D.yII[)II" ;D 1)) "
We first bound ||v||2. Note

lollz = sup o'y

lyllz=1
T T T
= "(1)Dzu)H(l)H(fl)Dz(fl)y
=> o W) D=y y)
7>1

.
= 2 Do) ;) D. i)y
7>1
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<> Mz ll2 - 1ol - 1T T D=y Ml 12

j>1

We have [|zq)ll2 < ||zl = 1 and || D;|| = ||of|oc = 1. Also by 2k-RIPness of IT and part (b) of
Lemma 5.3.6, ||HE|—1)H(]~)|| < ce since j #. Also || D)l = |2 llco- Thus

vTy < csz 12 oo 195 ll2

§>1
I2¢-1)lh
<ee 30 (R g s (5.10)
§>1
oy (L
vl (Cauchy-Schwarz)
]>1
ZIIZ(] nllz - [y ll2
]>1
1/2 1/2
ZHZ] 1) H2 ZHQ(;)H% (Cauchy-Schwarz)
7>1 7>1

<=zl -yl

S —|[%]|2 2

Jk Y
ce

Vi

The step Eq. (5.10) is known as “shelling”, i.e. dividing a vector into blocks after sorting entries
by magnitude, then comparing some norm in the jth block with a norm in the (57 — 1)st block.

P(jo" Bo| > ¢/4) = P (JvTo| > e/4)

< 2e~ "</ Ivll3 (Khintchine)
<27k

for ¢ sufficiently small, which is at most ¢/4.

T

Analyzing &3: o o =o' Bo, so the analysis of this event is identical to that of &;.

Analyzing &: We wish to bound Py(|o" Co| > §); we will use the Hanson-Wright inequality

(Corollary 1.1.16). For this we need to bound both ||C|| and ||C||F.

ICIE = > 1Dy T 5 Doy I

7]
4,7>1
2
<> (IID I+ TG I - HDz(j)HF) (IAB|F < Al - IBllr)
i#]
<) 2% - 12()I3 (Lemma 5.3.6)

i#]
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c?e?
= > llzmnl3 - llzgli3 (shelling)
i#]
222 2
< 5 (Z HZ(Z)H%) (monomials a superset of the terms in previous line)
22 Z
Tk

To see that | AB||p < ||A|||| B F, note that if the ith column of B is b’ then ||AB||% =, || Ab[j3 <
1AL 52 1015 = AN Bl %

IC|| = sup |y Cyl
lylla=1

-
= Z Yi) D)1y ) D () Y(5)
7
1,7>1

< | 2 lllz - 1= WG TG |- D2 1 -y
]
i,j>1
ce . |
< K Z lvllz - lza—nll2 - lzg—nll2 - [y ll2 (shelling twice and Lemma 5.3.6)
#]
4,7>1
2
ce
Sz (Z 1yl - ”Z(i1)||2>
i>1
ce
< & (Z ||y(z‘)|%> : (Z ||Z(i—1)H%> (Cauchy-Schwarz)
i>1 i>1
ce
=< gllyllg 1Iz13
_c
=

We thus have by Cauchy-Schwarz that

2
e E=g

P(lo"Col > 1) e O 4

which is at most §/4 for ¢ sufficiently small.



Chapter 6

Linear algebra applications

In this chapter we focus on applications of sketching to linear algebra problems such as approxi-
mate matrix multiplication, regression, low-rank approximation, and k-means clustering (which is
actually a special case of constrained low-rank approximation). A more in-depth treatment of the
use of sketching in linear algebra applications can be found in the book [Wool4].

6.1 Approximate matrix multiplication

Suppose we have two matrices A € R™P, B € R™ ¢ with n large. We could naively compute
AT B using for loops, which would take O(ndp) flops. Asymptotically faster matrix multiplication
algorithms do exist (the current records are in [AW20, GU18]), but are of only theoretical interest
as they are slow in practice. We denote the rows of A, B as a;, b;, respectively:

T T
a1T _— b1T
ay ——— — by

A= , B=

T T

a’n b’l’l,

There are two main approaches to using sketching to speed up the computation of some matrix C
that approximates AT B: a sampling approach [DKMO6], and an oblivious linear sketching approach
[Sar06] (where “oblivious” refers to the fact that the sketching matrix IT is chosen without knowledge
of the inputs A, B). Specifically, for some norm || - | x, we would like that [[ATB — C||x is small
with good probability over the randomness used by the algortihm. We focus here on || - ||x = |- ||r
being the Frobenius norm.

6.1.1 Sampling approach

Here we describe the approach of [DKMO06] for approximate matrix multiplication based on row-
sampling. The main starting point of the approach is the identity

ATB = Zn: alb;r
i=1

75
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That is, the matrix we want A" B can be represented as the sum of n rank-1 matrices. Computing
one such rank-1 matrix and adding it into a running sum takes O(dp) time, so computing all
n of them takes O(ndp) time. The idea is then to approximate A’ B by only sampling m of
these matrices, thus improving the runtime to only O(mdp). That is, we pick some probability
distribution p'= (p1,...,pn) on the rows then pick m ii.d. rows iy, ..., 4., from distribution p. We
then approximate AT B as
1
Ci=— Z

r=1
We note that C' can also be seen as (ILA) T (ILB) for a linear sketching matrix II € R™*™ which
is not oblivious, i.e. the distribution from which we draw II depends on A, B. Specifically, II is a
sampling matrix where the rth row has a 1/4/m in the i,th position and zeroes elsewhere.
One can show that EC = AT B regardless of how the p; are chosen (as long as none of them
is zero). The question then is how to pick 7 so that not only is C' an unbiased estimator of AT B,
but also C is close to A" B with good probability. Specifically, by applying Markov after squaring
both sides of the inequality,

a;, bT

Pi,

E||(IT4) "(11B) — A" B||%

(6.1)
e[| A% 1Bl

P(|(11A) " (11B) — A" Bllr > e[| Al p[| B|lF) <
a; . bl
Lemma 6.1.1. Set p; = % and m > 1/(e?n). Then for e,n € (0,1/2),
P(|[(114)" (IB) — A" Bllr > | A| p|Bllr) <

Proof. By Eq. (6.1), it suffices to show E||(ITA) "(IIB) — AT B||%2 < ||A||%||B||%/m. Define Z, =

@ bl
L8 oo that (ITA)T(ILB) = Y0, Z,. Then

2

E||(I14) " (I1B) — A" B[} = ZE (Z 7, —EZm,j)
r=1

:ZVar Y

Z(Zr)i,k
= Z Z Var((Zy) ;] (independence of the Z,)

r=1
4,7 r=1

Now, the Z, are distributed as a random variable Z where

L (an)i(or)i
-y Lokl
el Pk
where py is an indicator random variable for the event that row k was sampled. Thus

Var(Z; ;] <E ZZ]-

1o~ ()i (0n);
- WZPICT
m? Z Hak”2||bk:|! <Z|| tll2]] t\|2>
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Plugging back into Eq. (independence of the Z,),

1 n
E[(IA) (IB) — ATBI% < — (3 larllalbells
el ¥|akr\ ||ka2

)3
> (iuatuﬂrm) - @ \aku2|,bk”2>
>2

—_

1 n
— ( > llacl2b:]l2
m

t=1

1 n
< m (Z H%H%) (Z Hbt”§> (Cauchy-Schwarz)
t=1 t=1
_ JAIEIBIIE
m
as desired. 0]

One downside of Lemma 6.1.1 is that the dependence on the failure probability is 1/n. For
failure probability § < 1, we would prefer to have O(log(1/9)) dependence. Our usual method for
accomplishing would be to instantiate the above scheme for 7 = 1/4, then run the above scheme
R = ©(log(1/d)) times to get approximations C1,...,C,, then return the “median” of the C, as
our output. The issue here is that unlike previous problems where the output was a number, here
the outputs are matrices so it is not clear what the “median” of a set of matrix even means. One
way around this issue is the following, suggested by [CW09].

Let C* = AT B be the true value of the matrix product. The Chernoff bound tells us that with
probability at least 1 — exp(—Q(R)), strictly more than 2R/3 of the C, satisty ||C, — C*||r < 7,
where v = ¢||A||p||Bl|F is our desired error bound. Let S C [R] be this “good” subset of the
indices r. Then [S| > 2R/3. We also know that if 7,7/ € R, then by the triangle inequality
|Cr—Co || < ||Cr—C*||p+|Crr —C*|| 7 < 27y. Meanwhile if C,. is “far” from a good approximation,
ie. ||C. — C*||F > 3, then by triangle inequality we have that for any r € S, ||C — Crl|lp >
|Cr — C*||p — ||Cr — C*|| > 2. This motivates then the scheme of [CWO09]: loop over all r € [R]
and return the first C, for which [{r’ € [R] : ||C; — C,|| < 27| > 2R/3. By the given analysis, any
such r is guaranteed to have ||C, — C*|| < 3, and such an r must exist since any r € S would do.

The downside of the above scheme is that it requires ©(R?) distance comparisons, whereas
computing the median in 1 dimension only required O(R) comparisons. One way around this is to
use a randomized Las Vegas scheme: instead of trying all » in some fixed order, pick a random
and tes whether it satisfies |{r’ € [R] : ||C; — Cv|| < 29| > 2R/3. Since there are at least 2R/3
values of r which do (namly any r € S), the probability of a good R is at least 2/3, and thus the
expected number of 7 we have to test is thus only O(1). Therefore the expected number of distance
comparisons is only O(R). Alternatively, Narayanan showed a deterministic algorithm which is
always guaranteed to compute only a linear number of distances to accomplish this task [Narl8].

6.1.2 Oblivious linear sketching approach

An oblivious linear sketching approach is one where our linear sketch matrix II does not depend on
A, B. In particular it will be chosen randomly from some distribution D which does not depend on
A, B. We will use such a distribution that satisfies what is known as the JL moment property.
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Definition 6.1.2 ([KN14]). We say a distribution D over R™*" satisfies the (e, d, p)-JL moment
property if for all unit vectors z € R"™,

Tz )3 - 1l < e8'/?.

The above definition is useful for obtaining DJL since, by Markov’s inequality after raising both
sides to the pth power, , )
I1z||5 — 1
(g 1 > o) < IEE -1
The above is at most ¢ if D satisfies the (e, d, p)-JL. moment property.

Though we did not state it explicitly in previous chapters, several distributions D we have seen
satisfy the JL moment property. For example, II could be a CountSketch with m = O(1/(£%9)),
which satisfies the property for p = 2. Alternatively a matrix of i.i.d. random signs, or Sparse
JL transform, with m = O(¢~%log(1/6)) (and s = O(e~'log(1/6)) for SparseJL) satisfy the JL
moment property for p = ©(log(1/6)) (this follows by inspecting which moment is being used in
the Hanson-Wright inequality in those analyses). It can also be shown that the FastJL transform
of [AC09] satisfies the JL moment property (see [CNW16]).

We now show that any distribution with the JL moment property for p > 2 provides an approx-
imate matrix multiplication guarantee. First we give a lemma, which is based on one in [KN14]
but with an argument that gives an improved constant factor as observed by Olivier Zahm.

Lemma 6.1.3. Suppose x,y € R™ have ||z||2 = |lyll2 = 1 and suppose D satisfies the (,d,p)-JL
moment property. Then for 11 ~ D,

(T, Ty) — (2, y)|,p < £6/7.

Proof. Using the relation (z,y) = 1(|lz + y||3 — |z — y|13),

1
(T, Ty) — (2, )|, = < [I(IT(z + »)[153 — = + yl13) — (1T = »)[15 = llz = yl3)l,

4
1

SZUWH®+yW?ﬂm+M@b+me—yM?ﬂm—M@M

(triangle inequality)

Hx+wb x+y x+y

<

!! - yll3 T —y T —y

+ 2||||(H yHH@—MT—EWHM
col/p

< 4~um+y%+wx—w® (JL moment property)
egl/p

== - (2]l + 2[lyll3)

= oM/,

O

Theorem 6.1.4. Suppose Il € R™*"™ is drawn from a distribution satisfying the (e, d,p)-JL moment
property for some p > 2. Then

P (||(114)"(UB) — A" B|lr > el Al r[| Bl £ ) < 6
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Proof. We will use Markov’s inequality, which gives

IA)"(11B) — ATB||r|

p
P

P (||(TTA)T(IIB) — A" B||r > €||A||r||B||r < K
F (1047 (B) - 475l > el Al|1Bl1) AT IBI
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Let a' denote the ith column of A, and similarly b° is the ith column of B. Define @' = a'/||a’|2,

and similarly for b°. Write M := (ITA)T(IIB) — AT B. Then
M = (@', TIV) — (@, &) |a’ 2|7 |-
It thus suffices to show ||| M| r|l, < ||A|l7|B||r6'/P. We have

1/2
Mzl = 1M1,

p/2
o e
= || > (e, ) — <af,bﬂ>)2||a1||%||bjII%Ilpf2
i?j ‘){7("7
1/2
< lal3 - 19713 - 1X 252 (triangle inequality, since p/2 > 1)

.3

i j 1/2
<> llallla - 1911z - 1X251,75 (VAT B<VA+VB)
i’j

<> lalllz - 197l - 11X 51l

i,
< eot/P Z lla" |2 - |67 |2
1,7
1/2 1/2
< sl (z ||a’||%> . (z WH%)
= c0Y?|| A||F|| Bl

(Lemma 6.1.3)

(Cauchy-Schwarz)

O]

As mentioned above, Theorem 6.1.4 implies we can get approximate matrix multiplication guar-
antees using the CountSketch matrix, SparseJL matrices, dense Rademacher-entried JL matrices,

or FastJL transforms.

6.2 Subspace embeddings

The notion of a subspace embedding was introduced by Sarlés [Sar06] and is related (but not identical

to) approximate matrix multiplication with respect to the fo — ¢ operator norm || - ||. Specifically,

suppose we wanted an AMM guarantee with respect to this norm for multiplying AT A. Then we

would want
|(TLA) T(ITA) — ATA|| < e||A|]> = ]| AT AJ.

Using that for real symmetric matrices M we have || M|| = supjy,=1 |z T Mz|, Thus the guarantee

Eq. (6.2) would be equivalent to
[zl = 1,

Az — [[Az]3] < sup ]| Az]j3.

l[2ll2=1

(6.2)
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A subspace embedding (for the column space of A) is instead II satisfying the stronger guarantee

Vllzll2 = 1, [ TA[|3 — [|Az3| < e Ax]3.

Definition 6.2.1. Let £ C R"™ be a linear subspace. Then II € R™*™ is an e-subspace embedding
for E if

Vo € B, (1-e)|zllf < [Tzl < (1+¢)llz]3.

Let U € R™ 4 be a matrix with orthonormal columns that form a basis for E, so that £ =
{Uz: z € R4}, Then being a subspace embedding is equivalent to the condition

Vllzllz = 1, [ITU=)3 - [U=]3] < el|U=]3-
Note |Uz||2 = 2TUTUz = ||z||3, and thus the above is equivalent to

sup [ITU#[3 1] <.
llzll2=1
i.e. |[(TIU) T (TTU) —1I|| < e. We will often make use of this alternate, equivalent definition of subspace
embeddings. Note this definition is a natural generalization of the condition in the DJL guarantee,
where | - | is replaced by || - ||, and the unit vector u in DJL (i.e. a vector u € R™*! with u'u = 1)
is being replaced by a matrix U satisfying a similar, higher-dimensional version U'U = I.

It is known that subspace embeddings can be used to design algorithms for approximate compu-
tational problems in linear algebra, such as approximating leverage scores, least squares regression,
low-rank approximation, k-means clustering, and several others. We will go into a subset of these in
future sections. For the remainder of this section, we discuss how one obtains subspace embeddings.

6.2.1 Given an orthonormal basis

If we know (or compute) an orthonormal basis U € R™ ¢ for the subspace E of interest (i.e.
UTU = I), then we have that II = U € R%? is an e-subspace embedding for A with ¢ = 0. This
is because any x € E can be written as Uz so that

]l = 1T 2113 = |23

But then |UTz||2 = [|[UTUz|2 = ||2||2 as well. Furthermore note that a subspace embedding can
never have fewer than d rows, since otherwise some non-zero vector in £ will be in the kernel of II
and thus not have its norm preserved at all.

6.2.2 Leverage score sampling

A sampling approach for obtaining a subspace embedding was first proposed in [DMMO06] then
further developed and analyzed in [SS11]. The idea is to again use the fact that matrix-matrix
product can be represented as the sum of rank-1 outerproducts then sample, as in Subsection 6.1.1:

n
ATA = Zaia:.
i=1

T
e;a;

Suppose we keep each row ¢ independently with probability p;. That is, we set A = > " | 7

where 7; be an indicator random variable for the event that we do not zero out the ith row (so the
ith row of 114 is aiT /+/P; with probability p;, and is 0 otherwise). Then

n

(14)T(14) = 3

=1

a; a;-r

bi
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In the case of AMM with respect to Frobenius norm, we set the p; proportional to | a;||2 - [|b:]|2,
but what should they be set to in order to guarantee the subspace embedding property with good
probability? Specifically, we would like

P (H(HU)T(HU) || > e) <4

while keeping Y7 | p; small (since that is the expected target dimension).
To guide us in selecting the p;, we make the following definition:
Definition 6.2.2. Given a matrix A € R"*? with rows a; , we define the ith sensitivity R; by

R = (ai,x>2
;= .
[l]|2=1 HAJ;H%

Note the denominator equals > {a;, 7)?, and thus 0 < R; < 1 always.

Now, let us build some intuition: it would be strange to set any p; = 0 (since then we are
always ignoring some part of the input matrix A). Then if p; > 0, for the x achieving the sup
in the definition of sensitivty, any time we do sample row 7 we would be guaranteed to have
LAz |3 > (1/p;) - (ai, 2)? = (R;/p;)||Az||3. Thus if we want to preserve || Az||3 multiplicatively, we
must certainly have p; > R;/2 (else we alter the squared norm by a factor of more than 2). We
now give an alternative definition. First, we introduce some more linear algebra background:

Definition 6.2.3. For a matrix A € R"*? of rank r < d, the singular value decomposition (SVD)
of Ais
A=Uxv"

where U,V each have r orthonormal columns, and ¥ is a diagonal matrix with o; := ¥;; with
o12>2022:2>0p>0.

It is a theorem in linear algebra, which we will not prove here, that every real matrix has a (not
necessarily unique) SVD (though ¥ is unique). We then have that the orthogonal projection onto
the column space of X is UU . We also have the following definition.

Definition 6.2.4. For a matrix with SVD decomposition A = UV ", the Moore-Penrose pseu-
doinverse is defined to be AT := VX~'UT. Then AAT = UU" is the orthogonal projection onto
the column space of A, and ATA = VV " is the orthogonal projection onto the rowspace of A.

Definition 6.2.5. Given a matrix A € R"*? with rows a; , we define the ith leverage score ¢; by

li:=a] (ATA) " a; =e] A(ATA)T ATe,.

Since UU T is the orthogonal projection onto the column space of A, equivalently the ith leverage
score is the squared norm of the ith row of U.
We now show that the definitions “sensitivity” and “leverage score” are in fact equivalent.

Lemma 6.2.6. Let R; be the sensiivity of the ith row and ¢; be its leverage score. Then R; = ;.

Proof. Note that if M is invertible, AM and A have the same sensitivities (since the new maximizer
is simply M ~'z) and leverage scores (since the column spaces of AM and A are identical). Choose
M to be a matrix such that AM has orthonormal columns, i.e. M = V™! (taken from the SVD).
Thus AM = U, with rows u1,...,u,. Then ¢; = |ju;||3, whereas

= sup {usy 2)°
[lz]|2=1 ||Ux||%

R;
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reference sketch name # rows m mult. time

folklore gaussian matrix £=2(d +log(1/6)) mnd

[CW17, NN13a, MM13] | CountSketch e 25 1d? nnz(A) + md

[NN13a, BDN15, Coh16] | OSNAP e~ 2dlog(d/d) e tnnz(A)log(d/d) + md
[Sar06, Troll, CNW16] | SRHT e 2log(d/8)(d +log(1/(6))) | ndlogn

[SS11] leverage score sampling | e~2dlog(d/d) md

[BSS12, LS17, LS18] row subset selection d/e? md

Figure 6.1: The last column is the time it take to compute ITA given A € R™*? where we want
IT € R™*™ to be an e-subspace embedding for the column space of A. The first four rows are
OSE’s succeeding with probability 1 —¢ (“SRHT” stands for “Subsampled Randomized Hadamard
Transform”), where IT = ﬁS HD asin Eq. (5.9). The last two are not oblivious, but rather select a

subset of m rows (possibly rescaled) of A. Leverage score sampling is discussed in Subsection 6.2.2.
Row subset selection (also called BSS or column subset selection) is an algorithm that selects the
m rows given A; the more interesting point for these constructions is not the time to multiply I1A
(last column), but rather the time it takes to select the rows.

= sup (uj,z)”. (1U2[3 = llz]3 = 1)
l]l2=1
The supremum is achieved for x = u;/||u;||2, which gives R; = ||u;||3 = ¢;. O

Thus we should pick, as a lower bound, at least p; > ¢;/2. Note than ) . p; = Q(>_,¢;). We
have >°, ¢; = ||U||%, which is exactly the rank of A (since the squared Frobenius norm is the sum of
the squared column norms of U, which are each exactly 1). A theorem of Spielman and Srivastava,
based on the Matriz Chernoff bound (one can also use the non-commutative Khintchine inequality)
shows that in fact one can actually take p; = ¢; and obtain good results. We do not show the proof
here.

Theorem 6.2.7 ([SS11]). Suppose A € R™ has rank at most r. For some universal constant
C >0 and any ¢,6 € (0,1/2), choose p; := min{1, Ce=2¢;log(r/§). Then for II as described above,

P([|(T0) " (V) — I > €) < 6.

6.2.3 Oblivious subspace embeddings

The downside of leverage score sampling is that given some arbitrary matrix A, it is not clear what
its leverage scores are. They can be computed via the SVD, but that is slow. Alternative fast
approximation algorithms for the leverage scores do exist though [DMMW12].

Alternatively, one could use a distribution D over Il which does not depend on the input matrix
A. Such a distribution is called an oblivious subspace embedding, introduced by Sarlés [Sar(06].

Definition 6.2.8. An (e,d, d)-oblivious subspace embedding (OSE), is a distribution D over R"*"
such that for any matrix U € R"*? with orthonormal columns (i.e. for any linear subspace, which
is the column space of U),

P I@) () = I]| > €) < 6.

There are generally three ways to show that D a distribution over R"*" is an OSE.
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Net argument. For a subspace E of dimension d, let E’ be a vy-net of unit Euclidean ball in the
subspace for 7 a sufficiently small constant (like 1/4). Thus |E’| < O(1/7)? by Lemma 5.2.4. Then
as long as II preserves the norms of all 2’ € E’ up to 1+, it is possible to show that IT then preserves
all vectors in E up to 1£0(¢) (see [CW17]). Thus we can e.g. have M = O(log |E’|/e?) = O(d/e?)
by the JL lemma, where the entries in IT have i.i.d. £1/4/m entries. It is known that such m is
optimal for OSE’s [NN14].

Moment method. By Markov’s inequality, for any p we have

E ||(IV) T (IU) — 1P
ep

P(||(1U) (V) — I > €) <

Write M := (IIU) T (ITU) — I. Then M is a real symmetric matrix and thus by the spectral theorem
has all real eigenvalues [A1| > |Aa| > -+ |Ag|. Thus ||M]| = |A\1]P, which equals A} if p is an even
integer. Meanwhile, ¢r(M?) = >, AP. Thus for p an even integer, | M||P < tr(MP), and thus

_ Etr(((IIU) T (IIU) — I)P)'
ep

P([|(1U) " (V) = I|| > €)

Next, it can be shown by induction on p that for any square matrix M and integer p > 0,

p
(Mp)i,j = Z HMit,it+1'

11=1,12,...,ip41=7 t=1

Therefore

p
tr(MP) = Z HMit,iH-l’

11,...0p 41 t=1

11=lpt1
whose expectation we can then compute using linearity of expectation (see for example [NN13a]).
Alternatively, for some OSE’s it is possible to provide simpler proofs using matrix exponential
based arguments, similar to the MGF-based approach to prove the Chernoff bound (see for example
[Coh16]).

Approximate matrix multiplication. Since |[M||r < |[M] (the LHS is the ¢ norm of the
singular values, and the RHS is their /o, norm), we have

I(TV) T () — 1| < ||T0) " (10) ~ 1|,

thus as long as the RHS is at most ¢, II is an e-subspace embedding. The approximate matrix
multiplication guarantee of Subsection 6.1.2 bounds the above by ¢||U||% = ed. We can thus apply
AMM with error parameter ¢’ = £/d to obtain a subspace embedding. This for example shows that
the CountSketch yields an OSE with m = O(d?/(26)) (see also [CW17, NN13a, MM13]). Note this
result is simply syntactic sugar for the moment method of the previous section, since ultimately
the AMM property for the CountSketch follows from bounding E ||M||% for M = (IIU) " (IIU) — 1.
This is the same as Etr(M?2) since ||M||% is generally equal to tr(M " M) for any real matrix M,
which equals tr(M?) if M is symmetric. Having such sparse M is advantageous since then for any
input matrix A, we can compute IIA in time proportional to m plus the number of nonzero entries
in A.
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6.3 Least squares regression

In least squares regression we are given as input X € R**¢ y € R" and would like to compute

B = arg;m'n 1 X8 — yll2-

Note y can be decomposed into y + yll, where yll is in the column space of X, and y* is orthogonal
to it. Then

1X8 = I3 = 1X8 — v = lII3 = 11X — "5 — 2 (X8 — 5t o/l) +lI]13-
0
Since {Xj3 : B € R%} is simply the column space of X, it means there is a choice of 3 so that
X = yll, which makes || X5 — 3l |3 = 0; this is the optimal choice, 9. We thus have that £~ is
such that X 3% is the orthogonal projection of y onto the columns space of X, i.e. X5 =UU Ty
(where U is from the SVD).
Using the pseudoinverse (see Definition 6.2.4)

/BLS — (XTX)-l-XTy

since X (X " X)TXT is the orthogonal projection onto the columnn space of X (which can be verified
by looking at the SVD).

Computationally, the above most expensive part of computing 5% is computing X ' X, which
with nested for loops takes ©(nd?) flops (the pseudoinverse can be computed via the SVD, which
itself can be found in O(d®) flops). We next show ways of speeding this computation up using
sketching.

6.3.1 Sketch-and-solve via subspace embeddings

The sketch-and-solve paradigm is a simple one introduced by Sarlds [Sar06]. The idea is to pick a
sketch matrix IT € R™*" (m < n) and solve for 3% = argmin ||[TIX3 — I1y||3 instead.

Lemma 6.3.1. Define E := span(cols(X),y). Suppose I1 is an e-subspace embedding for E. Then
1+4¢

X%yl < 125 IXB — gl
Proof.

(1= o) X5 —y|3 < |IXF" —TIy|3 (subspace embedding property)
< |mxphs — 1y 2 (%5 is the minimizer for the sketched problem)
< (1+e)|XpL -y (subspace embedding property)

The lemma then follows by rearranging terms. ]

Combining with Subsection 6.2.3 for example implies the following theorem of [CW17].

Theorem 6.3.2. Given X € R”Xd,y € R", in time O(nnz(X) + n) + poly(d/e), with probability
at least 9/10 one can compute -5 satisfying

~ 1+¢
| X6 —y|3 <

S
< 5 KBRS — gl

Here nnz(A) denotes the number of nonzero entries in A.
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Proof. Let II be a CountSketch matrix with m = O(d?/e%) rows. Then it is a subspace embedding
for span(cols(X),y) with probability at least 9/10 by the argument in Subsection 6.2.3. The error
guarantee then follows by Lemma 6.3.1. The runtime follows since II- can be computed in time
O(m + nnz(X)) time, at which point (IIX) T (I1X) can be computed in time O(md?) = poly(d/e).
Then the pseudoinverse can be computed in time O(d®) via the SVD. Also, Ily can be computed
in time O(n). Thus overall 4%% = ((ILX) T (ILX))* (I1X) " (Iy) can be computed in the stated time
bound. O

6.3.2 Sketch-and-solve via AMM and subspace embeddings

Subsection 6.3.1 showed how to use e-subspace embeddings to get (1 + O(e))-approximate least
squares regression. The downside is then that OSE’s would need to have a number of rows depending
on 1/£2. In this section we show an alternate analysis of sketch-and-solve due to Sarlés which only
requires an O(1)-subspace embedding (independent of €), though also requires a certain probabilistic
event to hold involving approximate matrix multiplication. In particular, note condition (2) of
Theorem 6.3.3 is an AMM guarantee since U ' (X315 — ) = 0 (859 is such that X% — y is the
projection of y onto the space orthogonal to the column space of X).

Theorem 6.3.3. Given the least squares regression problem of minimizing || X B—yl|3 for X € R™*4,
write the SVD X = USV T, Suppsose 11 satisfies the following two conditions:

(1) I is an eg-subspace embedding for the column space of X, for eg =1 —1/+/2, and
(2) [(MU) TI(X B = y)lla < /57 - IUIlF - [ X85 =y
Then if B~5 is the minimizer of |[IIXJ3 — Iy||3,
IX55 = yl3 < (1+O()IXB" - yl3.
Proof. First some notation: define w :=y — X5 and a,~ to be vectors such that Ua = X5
and Uy = X (B9 — &%), Then
IXB5 —yll3 = | X% — X B+ X 55 —yl3
= | X (6" = M) I3+ X8 —yl3 (X" —y is orthogonal to cols(X))
= |lyll5 + OPT. (6.3)

We would thus like to show that ||y]|3 < - OPT. Let Proj,B denote the matrix whose columns
are the columns of B projected onto the column space of A. Observe

U (o + ) = TX 359

= Projpx (Iy)

= Projpy (Iy) (IIX and IIU have the same column space)
= Projgy(II(Ua 4+ w))

= [IU« + Projpy (Iw). (6.4)

Therefore IIU~y = Projy (Ilw) so that (IIU)T(IIU)y = (IIU)"Tlw. Next, II is an ep-subspace
embedding for U, we have ||(IIU) T (TIU) — I|| < ¢ so that the smallest singular value of (IIU) T (ITU)
is at least 1—¢y. Therefore, applying condition (2) in the theorem conditions and using ||U||r < V/d,

1113 £
=0 =)l < I(T0) TTU~ (13 = [|(TI0) "Tw|[3 < 3
Thus ||7||2 < - OPT, as desired. O

. OPT. (6.5)
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6.3.3 Accelerating iterative solvers via sketching

In gradient descent we have some function f : R™ — R for which would like to find an approximate
minimizer. The approach is to pick some initial value z(©) then, iteratively apply the update rule
2D 20 — 4 v f(2®). If one makes assumptions about f, e.g. we have bounds on the singular
values of its Hessian, it is possible to prove a general theorem that shows that f (:c(t)) converges
exponentially quickly to f(x). We will not cover that here, but rather focus specifically on the least
squares regression problem.

For least squares regression we define f(8) = [| X8 — y||3. As f(8) = (XB—y)"(XB —y) =
BTXTXB—28"XTy+yTy, and thus Vf(8) = 2X T X3 — 2X Ty. We will take v = 1/2 and thus
have the gradient descent update rule

B = g0 4 X T(y — xp0).

We now prove a lemma showing that f(3) converges exponentially quickly to f(8%°%) (recall
B5 is the minimizer of f) if all singular values of X are close to 1. This will not be true in general,
but as we will soon see, we can make this true quickly using sketching.

Lemma 6.3.4. Suppose f(B) = | X8 — y||3 and that all singular values of X are in the interval
[1—1/v2,1+1/v2]. If we perform gradient descent with v = 1/2, then for all t > 0,

IX(8Y = %)z < 270 | X (8 = 5%l (6.6)
Proof. The claim holds trivially for t = 0. For ¢ > 0, note
X(BY = %) = X (B + XT(y - XpUY) - %) = (X - XXTX)(8D — ).

The final equality holds since XX Ty = XX T X35 since X559 is the orthogonal projection of y
onto the column space of X. Therefore, writing the SVD X = USV T,

IX (89 = 85Iz = (X = XX TX) (B = 559)]l2
=UE -2V = 55|

= ||(I - 22)EVT(5“‘1) — 5LS NE (U has orthonormal columns)
< |1 =||- |2V (st BLS)H (IABIlF < [|A[lll B )
= ||T - %2 - HUZVT(B( — L2 (U has orthonormal columns)
< % X (84D — L)), (all singular values are 1 + )
The lemma thus follows by induction on t¢. O

Now back to sketching: suppose we want to find some /3 such that
1X8 = ylla < (1+ )| XB" = yllo-

First we will compute 3 satisfying the above with ¢ = 1 /2. This can be done using sketch-and-
solve using an O(1)-subspace embedding. Then note

IX(BO = 855) |2 < [ X8O —ylla + | X85S — g2 (triangle inequality)
< 2.50PT
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so that the RHS of Eq. (6.6) is at most - OPT for ¢t = ©(log(1/¢)). Thus by the triangle inequality,
IXBY —yll2 < | X85 —ylla + | X(8Y — 55%)]2 < (1 +¢)OPT

for t = ©(log(1/e)). The only thing that remains is to ensure the condition of Lemma 6.3.4 is
satisfied: that all the singular values of X are sufficiently close to 1.

We pick an a-OSE II € R™*"™ for the column space of X and compute I1X, e.g. I being the
SRHT or the CountSketch so that this computation can be done quickly (see Fig. 6.1). We then
compute the SVD IIX = U'Y'V'T in time O(dm?). Define R := V'Y~ Then note that for any
vector z,

213 = U213 = [MX Rz|[3 = (1 + o)|| X R=|3.

Thus all singular values of X R are in the interval [1/v/1 + a,1/v/1 — a], which is 1 + 1/v/2 for
a = O(1), thus satisfying the conditions of Lemma 6.3.4. Furthermore X R and X have the same
column space, and thus we can run gradient descent replacing X with X R (then if we find a near-
optimal solution B, that corresponds to input RB for the original f). The runtime per iteration of
gradient descent is only O(nnz(X)) to apply X and X ', and O(d?) to apply R. Over O(log(1/¢))
iterations, this amounts to O((nnz(A) + d?)log(1/¢)) time to run gradient descent, in addition to
the time to compute 11X and its SVD.

6.4 Approximate low-rank approximation

In the low-rank approximation problem, we are given as input a matrix A € R»*? and integer k > 0
and would like to compute
A = argmin ||A — B||F.
rank(B)<k

One could ask the question for other norms as well, but in this section we focus exclusively on
Frobenius norm. Unlike in the case of regression where we make the assumption n > d, the
algorithm we discuss in this section is an improvement even if n = d; thus we make no assumption
on the relationship between n and d. The following is a standard result in linear algebra.

Theorem 6.4.1 (Eckart-Young theorem). Write A = USV' " and let Uy denote the matriz U with
all but the first k columns zeroed out (and similarly for X, Vi ). Then Ay = UkEkaT.

Using Eckart-Young we see that we can compute the best rank-k approximation to A in O(nd?)
time, by computing the SVD then truncating. In this section we show a faster approach due to
[Sar06], based on sketching. Below, we let Proj, ,(B) denote the best rank-k approximation to k
in the column space of A. We also let [B]j denote the best rank-k approximation to B.

Theorem 6.4.2. For A € R™¢ with SVD A = USV'" and k > 0 an integer, let I1 satisfy the
following two conditions:

(1) I is an eg-subspace embedding for the column space of Vi for g =1 —1/v/2, and
(2) (Vi) TI(A = Ap)llr < /55 - IVell e - 1A = gl
Then Zf Ak = PrOjAHT’k(A),

1A = AlE < (1+ )| A - Ag||%.
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Proof. Let P be the orthogonal projection onto the column space of Proj,pr(Ax) so that P =
(Proj apy (Ax))(Proj o (Ax)) ™. Since Projapr 4 (A) is the best rank-k approximation to A in the
column space of ATIT and PA is in this space,
|A = Projanm x(A)|F < |4~ PA|[Z,
so we bound the RHS.
1A = PA|I: = (I = P)(A— A) + (I = P)A %
= (I = P)(A = A)|E + (T = P) Ay %
<N = Pl |A = ApllF + I(I — P) Al (IAB|[r < [|All - IBllF)
= | A — All7 + 11 = P) A%

It thus suffices to show |[(I — P)Ag||% < |4 — Ax||%. By definition of P, we have PA; =

(ATIT)(ATIT)* Ay, is the best approximation of Ay in the column space of AIIT under Frobenius
norm error. Thus, letting M denote the ith column of a matrix M,
|Ak — PAg|[3 = [| A — (ATD) T (AITT) " A3
< [|Ag — (AILT) (ARITT)* Af3
= [[(AIL") (ARIL" )" Ay, — Ayl
= || Ay (LA T (IAT) — AL |5

= > AT arad) AT — 4703 (6.7)
i=1
The above is related to n regression problems. Specifically, consider the regression problems
*(i : i i T(
X0 = argmin || A X® — ATO)2 = Ak( )
and the sketch-and-solve optima

X*0 = argmin |[HA] X@ —11AT@|2
for i = 1,2,...,n. Then X*® = (TIA])*(ITAT)®). Thus Eq. (6.7) can be rewritten as

DAL — X = AL (X~ X)|E,
i=1

treating X* as a matrix with columns X*®) (and similarly for X*). The completion of the proof
is then essentially identical to that of Theorem 6.3.3. Specifically, note A; = VkEkUJ . Thus
we can write X* = Vi Z for some matrix Z (its columns are in the column space of Vi) and
Al (X* — X*) = V,T for some matrix I'. Also define W := AT — AT X*. These definitions parallel
those in the proof of Theorem 6.3.3; specifically W plays the role of w, Z of «, and I" of . Then
just as in Eq. (6.3), we must show ||T'|% < e||4] X* — AT||% = ¢[|A — Ag||%. The exact same line
of reasoning as Eq. (6.4) then implies (ITV},) TTIV,I" = (ITV;) "TIW, and using that II is a subspace
embedding for Vi, similarly as in Eq. (6.5) and using (2) together with the fact that ||Vi||r = V%,

L7

g
55 = (1= eo)[IPI[f < [|(1V) "TVAT [ = [|(IVR) "IIW [0 < - (| A — Ay
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Now in terms of computation time, we would like to compute Projpr x(A). For II € Rm*d
we can compute AIIT quickly if II is either the SRHT or CountSketch (see Fig. 6.1); note for these
choices of matrices and the conditions in Theorem 6.4.2, we can take m = O(k/e) (SRHT) or
O(k® + k/e) (CountSketch). Then AIIT is an n x m matrix, and we can thus compute its SVD
U'S'V'T in time O(nm?). We then wish to compute [U'U’'" A], = U'[U'" A],. We can compute
U'TA in O(nmd) time (since U’ has rank at most m and thus has at most m columns), then
computing its SVD takes time O(dm?). The overall runtime is faster than the full O(nd?) time to
compute the SVD, as we replace one factor of d with m, which is on the order of k or k? (note if
d > n, we can apply the algorithm of this section to AT).

6.5 Projection-cost preserving sketches

Another method for sketching for low-rank approximation, introduced by Cohen, Elder, Musco,
Musco, and Persu [CEM T 15], is that of using a projection-cost preserving (PCP) sketch.

Definition 6.5.1. Let Oy be the set of all orthogonal projections onto subspaces of dimension at
most k. Given a matrix A € R"*94 we say I € R™*4 is an (¢, k)-PCP for A if

VP € Oy, (1= e)l( = P)A|: < (I = P)AIL' | < (1 +€)lI(Z — P)A| %

Using a PCP sketch allows for a “sketch-and-solve” type of approach for low-rank approxima-
tion, which is different from the algorithm described in Section 6.4. That is, suppose Ry C O and
one wishes to find

P* = argmin||(I — P)A|%.
PERy

One can then simply instead compute

P* = argmin ||(I — P)AIIT||%,
PeER

and an analysis similar to the proof of Lemma 6.3.1 implies

1+¢
1—¢

I(1 = PHA|F < I( = P A%

If R = Oy, this gives a sketch-and-solve solution to the same problem studied in Section 6.4
(approximate unconstrained low-rank approximation under the Frobenius norm). However, other
problems can also be captured via different Ry, showing that a sketch-and-solve approach works
for them as well. Consider for example the k-means clustering problem mentioned in Chapter 5.
In this problem we are given an integer parameter k > 0 as well as n points z1,...,z, € R% We
must then find k cluster centers yi, ..., y; € R minimizing

n

: .12
;lg.lgk\lxz y;13-
1=

As discussed in Eq. (5.2), the k-means objective can be rewritten as computing

k
P = argmin S5 flai— w3

k-partitions P of [n] ;=7 jcp.
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for pj := (1/|Pjl) Xoiep, @i, where P = (P1,...,Py). An observation of [BZMDI15] is that if one
defines Xp as the n x k matrix with

1 .
1€ Pj
(Xp)ij =4 VIPil S
0 otherwise
then the columns of are orthonormal, so that Zp := XpX; is a rank-k orthogonal projection’.

Also, if one puts the x; as rows of a matrix A, then a computation shows that the ith row of ZpA
equals 1, where ¢ € P;. Thus if we define O as the set of all Zp for P a k-partition, then the
k-means objective can be rewritten as computing

2* = argmin|(I - 2)All%
Ze€Qy

which can be solved to approximate optimality using sketch-and-solve with a PCP sketch. As we
will soon see, oblivious randomized PCP sketches exist with O(k/c?) rows, meaning that k-means
can be approximately solved by oblivious projection down to O(k/e?) dimensions, independent of
n (unlike the discussion surrounding Eq. (5.3), which showed that dimension O(e¢~2logn) suffices).
In fact it has been shown even more recently [MMR19], via an argument unrelated to this section,
that projecting to dimension O(log(k/e)/c?) in fact suffices to preserve the cost of any k-clustering
of a set of points, independent of n.

We now show the main theorem of this section. If we choose IT € R™*? obliviously to A from
some distribution D, we state next to each of the bulleted conditions in the theorem statement
what D should satisfy so all conditions are simultaneously satisfied with probability at least 1 — 9.

Theorem 6.5.2 ([CEMT15]). Let A € R™? be given, and suppose its SVD decomposition is
A=UXV". Let A_}, denote A — A, = A — UkEkaT. If I € R™*4 satisfies the following four
properties, then it is a (5e, k)-PCP sketch for A:

e II is an e-subspace embedding for the rowspace of Ay. Implied by (e, k, g)-OSE.
o [|ALLIIT |2 — |[A_k|%] <ellAk]%. (e, g,p)—JLMP forp>1; Lemma 6.5.3.
o |AAl, — ALGITIAT [Ip < S | Al3. (5. 3.9)-JLMP for p > 2; Theorem 6.1.4.
o (Vi) TMAL) P < Z2 - IVillp - 1A—kllF- (5. §.9)-JLMP for p > 2; Theorem 6.1.4.
Proof. Our goal is to show that under the conditions of the theorem statement,

VP € Op, (1—e)ll(I = P)A|F < |(I = P)AIL || < (1 +¢)[[(1 = P)A|[3

Alternatively by writing Y = I — P, it is equivalent to say
VY € Opp, (1—e)tr(YAATY) <tr(YAII'TIATY) < (1 + &) tr(YAATY).

We expand A = Ay + A_;. Then

tr(YAATY) = tr(YARALY) +tr(YA_LALY) +tr(YA_LALY) +tr(Y AR ALLY)

0 0

1We eliminate empty P;, so we may have a k’-partition for some &’ < k, and thus a rank-k’ projection.
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and

tr(YAII'TIATY) = tr(YARIITIIA] Y) + tr(YA_LIT ' TIAT,Y)
+tr(YA LI TIA]Y) + tr(Y AR ITTTIAL,Y).

Thus if we define

o By = AyA] — ATTIA]

o By:=A AT, — A II'TIAT,
o B3:=A_,IITIHA]

o By:=AITHAT, |

we would like to show |tr(YE;Y)| < e -tr(YCY) for each i = 1,...,4 for C = AAT. Note also
that ||A_g||% < tr(YCY), as A_y, = (I — UyU, )A where P* is the minimizer of ||(I — P)A||% over
all rank-k orthogonal projections.

E; : Define y; to be the ith column of Y. Then

[tr(YELY)| = Y 4¢3 — ITA w3

1
<e- Z AL 3|3 (IT is an e-subspace embedding for rowspace of Ay)
i
=c-tr(YCLY)
<e-tr(YCY).
E2 :
|tr(YE2Y)| = | tr(Y E2)|
= | t’I"(EQ) - tT(PE2)|
< |tr(E2)| + [tr(PEy)|
We have

[ tr(Es)| = [ AT 3 = [|A-k|F] < el Ap]|F < etr(YCOY).

Observe tr(PE,) is the sum of eigenvalues of a rank at most k£ matrix. Hence by Cauchy-Schwarz,

| tr(PE2)| < V- |PEs|lr < VE- | Ballp < el Ak} < etr(YCY).

Es: Since FJ is in the column space of A, CC*E] = EJ . Thus

tr(YE3Y) =tr(YE; Y)
=tr(YEJ) (tr(AB) =tr(BA), and YY =Y since Y is a projection)
= tr(YCCTE])
= tr(YC(CT)A(CT)V2E]) (6.8)

<Vtr(YCCHCY) -/ tr(EsCTE]) (Cauchy-Schwarz)
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=/tr(YCY) -\/tr(EsCtE]) (6.9)
In Eq. (6.8) we used that C = UX2U ", so Ct = UL 20" and thus (Ct)Y/2 =UX~'UT. Also,

Es=UxV II'HOVXUT.

Then
tr(EsCYE] ) = tr(USV. IV, XU T US 20U T UV, T TIV_ U )
= tr(A_ I TV, TTTTTAT,)
= (Vi) T (AL |17
£ 2 2

< 5 Vil - 1A-&ll7

= || Al
Thus

Eq. (6.9) <e-\/tr(YCY) - |A_||r < e-tr(YCY)

Ey: Ey=FEj, so|tr(YEY)| = |tr(YEY)| <e-tr(YCOY). O

The four conditions of Theorem 6.5.2 should look familiar. The first is a simple subspace
embedding requirement. The third and fourth conditions are AMM conditions under Frobenius
norm with error £/v/k, which happen with good probability if II satisfies the (¢/v'k,d/4,p)-JL
moment property for some p > 2 (see Theorem 6.1.4). The second bullet looks quite a bit like
what would be implied by the Distributional JL. lemma, although applied not to a vector but to
the matrix AT, (note ||[A_gII"||2 = ||IIAT,||%). We show in Lemma 6.5.3 that the second bullet
holds with good probability when IT is drawn from a distribution with the (e,d/4, p)-JL moment
property for some p > 1. Thus in summary: we would like II to be drawn from a distribution
that is simultaneously an (e, k)-OSE, and also has the (¢/v'k, §/4, p)-JL moment property for some
p > 2. The CountSketch with m rows satisfies these conditions with m = O(d?/(£%)), allowing
for fast multiplication, for example, or one could also use the OSNAP or SRHT distributions, or a
matrix IT with i.i.d. gaussian entries (see Fig. 6.1).

Lemma 6.5.3. Suppose IT € R™*" is drawn from a distribution satisfying the (g,0,p)-JL moment
property for some p > 1. Then for any matriz M € R™"*¢,

P(ITIM |7 — [ M[7] > el M]|F) < o.
Proof. Let m; denote the ith column of M. Then [IIM||% =, ||[IIm;||3. Thus

NIM | — 1M1 E N = 1 (113 — [lmal13)

(2
< D T3 = flmal3l (triangle inequality)
i
< Z (|mg|3 - e8P (JL moment property)
i

= ed'/7 || M]|7
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Thus by Markov’s inequality,

M~ M _ o
M7

P(I[IM 7 — [[M]|7] > el M]|F) <

6.5.1 k-means clustering

As mentioned already, a recent result shows that in fact one can do sketch-and-solve for k means
when randomly projecting down to dimension O(log(k/c)/e?) [MMR19], e.g. via a random gaussian
matrix. Their result also extends to k-median, where one sums the distances to cluster centers and
not the squared distances. We will not cover their result here, but we will show a precursor
result that randomly projecting to O(s¢~2log k) dimensions implies that sketch-and-solve will find
a clustering that is approximately optimal up to a factor 9 + ¢ [CEM"15] (instead of 1 + ¢ as in
[MMR19]).

Recall in k-means we are given a matrix A € R™*? whose rows we would like to cluster, and
the goal is to find some P in Q which minimizes ||(I — P)A||%.

In the below lemma, we again in blue write what conditions the distribution II is drawn from
to ensure that all conditions are simultaneously satisfied with probability at least 1 — §. For the
second condition, note that the rows of P*A are the centroids of the corresponding points after
clustering using P*, and thus P*A only has k distinct rows. One can see that a gaussian sketching
matrix II, for example, satisfies the desired properties with m = O(log(k/d)/e?) rows.

Lemma 6.5.4 ([CEMT15]). Let A € R™? be given. Suppose ITI € R™ <. Let P* denote the
optimal k-means clustering projection matriz for A, and P* for AIIT. Let P € R™™ be a clustering
projection matriz. Suppose I € R™*? satisfies the following conditions:

o [I(I - P)PA|[} < (1 +2)|(I - P)P* AT |3 (5, 502, p)-JLMP for p>1; Eq. (5.3).
o [[(I-PHAIT |2 < (1+e)|(I — P)A|%. (e,8,p)-JLMP for p > 1; Lemma 6.5.3.
o |(I—-PHAIT|Z < (1+¢)||(I — PH)A|%. (e ,p)—JLMP for p>1; Lemma 6.5.3.

Then if P satisifies ) )
I(I = P)ATLT [} < A||(1 = PHAILT |,

i.e. it is a y-approzimately optimal k-means clustering solution for the sketched input AIIT, then
I(Z = P)AIE < (9+12¢ +4€%) - 7||(I — PHAll%.
Proof. Write B = P*A, B=A— B = (I — P*)A. Then
1A~ PA|lp = -

\/

P\B + (I — P)B||r

<||(I = P)B|r + |(I — P)B||Fr (triangle inequality)
<||(I = P)B|r + ||B|lr ((I — P) is a projection)
<V1+el|(I-P)BI"||r+|B|r (first condition in lemma statement)
— VTFE|(ATT - BUT) - B(AIT — B¢+ |Blp  (BIT = AT — BIIT)
<V1+e|(I-P)AU"||p+V1+e|(I—P)BIL||p+||B|lr (triangle inequality)
<V1+4e||(I-P)AIL"||p +V1+¢|BU||p+ ||B||r (I — P is a projection matrix)
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q
0

VAT = PHATLT ||p + V1 + €| BT ||p + || B|r  (P* is optimal for ATTT
(1+e)y7ll(I Al + (1 +¢)||B||r + || Bl (conditions of lemma statement
(L+e)VvAllI — P)A|lp + (1 +¢)||Bllr + | Bllr (P* is optimal for A
(3+2e)y /AT — P) Al (B=(1-P)A, and~ > 1

_p )
_p )
)
)

(VAN VAN VAN VAN

Thus ||A — PA||% < (3 +2¢)%y||(I — P*)A|%, as desired. O



Chapter 7

Compressed Sensing

The field of compressed sensing is concerned with (approximately) recovering a signal that is (ap-
proximately) sparse in some known basis, based on a sublinear number of measurements. In other
words, if we arrange these measurements as rows of a matrix IT € R™*"  then given Iz for some
x € R" (m <« n) we would like recover some Z given only access to Iz and II such that ||z — Z|| is
small, where this smallness depends on how close x is to being sparse. Recovery guarantees sought
are typically of the form

o —&lla < f0k) - min_ Jlz— 2|5

lIzllo<k
for some norms || - ||a,| - || where k is the sparsity parameter, so that z is the best k-sparse
approximation to z under the || - || norm (]| - ||o denotes support size). For example if x actually

is k-sparse, then the right hand side is zero (simply choose z = x). In the norms we consider
this chapter (¢, norms), the optimal z is simply the projection of = onto its top k coordinates in
magnitude, i.e. Tpeqaer) (Which is & — 444(x), to use the definition of Remark 4.1.1). Thus the right
hand side becomes f(k) - || Zq(k) |l for some p.

A good example of approximate sparsity is that of images. An n x n pixelated image can be seen
as a 3n? dimensional vector, where each of the n? pixels corresponds to three dimensions (RGB
values). The color black is represented by the RGB tuple (0,0,0). Now, most interesting images
are not simply all black, i.e. they are not sparse (or even approximately sparse) in the standard
basis. However, most natural images are in fact sparse in the 2D Haar Wavelet basis. Rather
than describe this basis in terms of its basis vectors, we instead describe how to perform a change
into this basis from the standard basis. The main intuition is that in natural images, typically
adjacent pixels are of the same or similar color, except potentially for boundaries between objects
(but most pixels are not at a boundary). The change of basis into the 2D Haar Wavelet basis for
n?-dimensional vectors (which we view as n x n images) is thus as follows: we assume n is a power
of 2. Imagine the image is grayscale so that each pixel just has one associated value instead of
three values (RGB); the case of color images can be handled by applying the following transform
to each color separately. We describe how to transform the input image into the output image
after applying the transform. Divide the image pixels into (n/2)? blocks, each block of which is
2 x 2. The output image can be viewed as four images (top left, top right, bottom left, and bottom
right), each of which is (n/2) x (n/2), where each input block gives rise to four pixels: one pixel
per sub-image in the output block. Specifically if an input block has pixel values p1, p2, p3, p4, then
the top left image in the output has pixel value equal to their average (p; + p2 + ps + ps)/4. The
other three output sub-images have pixel values (p1 + p2 — p3 — pa)/4, (p1 — p2 + p3s — ps)/4, and
(p1—p2—ps+p4)/4, respectively. We then recursively apply the transform to the top left sub-image
of the output. The base case is when n = 1, in which case we output the 1 input pixel itself. This

95
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procedure is invertible, and thus the linear transformation we describe has full rank, though in
practice since pixel values must be integers in [0, 255], actual implementations are not invertible
due to rounding when dividing by 4.

(a) (b)

Figure 7.1: The original image was 2048x2048 pixels. Image (a) applies just one level of the 2D
Haar Wavelet Transform on each of the RGB values per pixel separately, and (b) applies the full
recursion down to the 1x1 base case. The resulting image is approximately sparse (RGB values of
(0,0,0) correspond to black). If one zooms into this document and looks closely, some object edges
are still visible after the transform (the outline of my head and jacket collar), albeit faintly.

from PIL import Image

def haar(pixels, n):
if n == 1:

else:
L = [ [Nonelsn for _ in range(n) ]
for i in xrange(n):
for j in xrange(n):
L[i1[j] = pixels[i,j]

for i in xrange(n/2):
for j in xrange(n/2):
pixels[i,j] = tuple((L[2+i]1[2+j1[k]+L[2+i][2+j+1][k]+L[2%i+11[2+j+1]1[k]+L[2+i+11[2+j1[k])//4 for k in range(3))
pixels[i,j+n/2] = tuple((L[2xi][2+j]1[k]I+L[2+iJ[2%j+1][k]-L[2%i+11[2+j+11[k]-L[2+i+11[2+j]1[k])//4 for k in range(3))
pixels[i+n/2,j] = tuple((L[2+i][2+j1[K]-L[2#i]J[2%j+11[k]+L[2+i+1]1[2+j+1]1[k]I-L[2«i+11[2%j]1[k]1)//4 for k in range(3))
pixels[i+n/2,j+n/2] = tuple ((L[2+i]1[2%j1[k]-L[2#i][2+j+1]1[k]-L[2+i+1][2+j+1]1[k]+L[2«i+1]1[2+j1[k])//4 for k in range(3))

haar(pixels, n/2)

im = Image.open(’input.jpg’)

n = im.size[0] # we assume this is a power of 2
haar (im.load(), n)

im.save(’output.jpg’)

Figure 7.2: Python code used to generate image (b) in Fig. 7.1, using the Python Imaging Library.

The types of schemes developed in the compressed sensing literature generally fall into one of
two categories: nonuniform (also known as for-each) schemes, and uniform (also known as for-all)
schemes. If we let A denote the recovery algorithm which returns z from Ilz (imagine that A has
IT hardcoded into its source code), then the difference between these two categories is as follows:

e Nonuniform: These are randomized schemes which satisfy the guarantee

Vz e R", HIP’A(A(H:U) is a good approximation to z) > 1 — 4.

e Uniform: These schemes are either deterministic, or if randomized satisfy the guarantee

H]P’A(Vx € R" A(Ilz) is a good approximation to z) > 1 — 4.
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We have already seen nonuniform schemes in this course when discussing the point query prob-
lem in Section 4.1. Recall in point query, when using a linear sketch II we would like that given Ilx,
for any ¢ we can recover an approximate T; that is close to x;; if we set the failure probability to
be < 1/n, then this approximation holds for all i € [n] simultaneously with good probability. The
CountMin sketch provides the (o /¢1 guarantee ||z — %o < (1/k) - [|%4ai1(k)lloo- The CountSketch

provides the £, {2 guarantee ||z — Z||o < (1/VE)- |1 Z¢qit(k) ll2- These are both nonuniform schemes.

In this chapter, we will show how to obtain uniform schemes via measurements matrices that
satisfy the restricted isometry property (Definition 5.3.5). For a more thorough introduction to
compressed sensing, see the textbook by Foucart and Rauhut [FR13].

7.1 Basis Pursuit

If x is not just approximately sparse but actually k-sparse, we have already seen a deterministic (and
thus uniform) scheme to recover x exactly: the k-sparse recovery data structure of Subsection 4.2.1,
which is actually a linear sketch. For this we required that the measurement matrix IT € R™*"
satisfied the property that every m x 2k submatrix was of full column rank, which is equivalent
to II; s having no zero eigenvalues for any S C [n] of size 2k (where Ilg is the |S| x n matrix
obtained by restricting II to only contain the columns in S). With such a matrix in hand, if x is
k-sparse we can recover it exactly given Ilx by solving the following optimization problem:

min l[lo
s.t. Iz =1Ix

Unfortunately, this optimization problem is NP-hard to solve in general [GJ79, Problem MP5],
though for particular II can be tractable (e.g. the polynomial-time “syndrome decoding” algorithm
in the case that II is as in Subsection 4.2.1).

What about the case though when z is not exactly k-sparse, but only approximately so? The
(e, k)-restricted isometry property (RIP) provides a robustification of this property: for any S of size
k we not only require that Hgl‘[s has no zero eigenvalues, but furthermore that all its eigenvalues
lie in the interval [1 — &,1 + €]. It turns out that if II satisfies the RIP, there is a polynomial-time
algorithm to find an & that well-approximates x, by solving a linear program [CRT06, Don06]. This
linear program is known as basis pursuit, and is the following:

min ||z||1
z€R™
s.t. Iz =1z
Note this is a linear program since we can define variables y1,...,y, and add the constraints

Yi > 2i,Yi > —z; for each 4 then minimize ), y;.
We now show that if II satisfies RIP, basis pursuit returns a good approximation to x.

Theorem 7.1.1 ([Can08]). If I is (gox, 2k)-RIP with e, < /2 — 1, and & = = + h is the optimal
solution to the basis pursuit linear program, then

1
ol < 0 (=) oo

Proof. First, we define some notation.
For a vector z € R™ and set S C [n], let zg be the vector with all of its coordinates outside
of S zeroed out. We use T; to indicate the complement of T;. Let Ty C [n] be the indices of the
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largest (in absolute value) k coordinates of . Then for j > 1, let T be the indices of the largest k

coordinates (in absolute value) of hg—=
By the triangle inequality,

U<]

1Pll2 = hroumy + bz 2

< hrour [l2 + [|hggozlle-

Our strategy for bounding A will be to show:
o Inggomlle < Ihmurill2 + O (e ) Iwaigy s, and

o Inzunll < O (Fg ) Iz lh)-

Both parts rely on the following lemma.

Lemma 7.1.2.
> bzl < \/»Hl’Tc”l + Ao [l2-

j>2

Proof. We apply the shelling trick (recall Eq. (5.10)).

Dol llz < VEY (b o

j>2 52

< fZH 710l

j>2

\FHhTOHl

Now since £ = x + h is the minimizer of the LP, we must have

[zlle = [l + Rl
= [l(@ +h)n lln + Iz + h)glh

> [lzzy v = llhz L + lhgglln = llazgla

by two applications of the triangle inequality. Rearranging,
gl < Nzl = llzz [l + Azl + g
= 2||aggll + 1Pz 11
< 2|aggll + VE| b 12
< 2lfzgp i + VEIhrur |12

Combining this upper bound with Eq. (7.3) yields the claim.

(hr, is k-sparse)
(shelling)

(7.3)

(Cauchy-Schwarz)
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Returning to the main proof, let us first upper bound the size of hy 7. We get:

ﬂﬂﬂHHQ jz:hT

j>2 9
<> bz llo
Jj=22
2
< [[hryumn (2 + ﬁ”xf)nl (Lemma 7.1.2)

2
= ||hryur 2 + ﬁ”%au(k)“l-

To bound the size of hy,ur,, first observe that

hryur, =h =Y Thy, = =Y Ty,
§>2 i>2

since h € kerII. Therefore,

”HhTOUTl H% == Z<HhToUT1’Hth> < Z(KHhTO’HthH + |<HhT1’Hth>’)'
Jj>2 j=2

By part (b) of Lemma 5.3.6, each summand is at most

= 62k\/HhTO||% + bz 13 + 2| Az, 2 Ay (2| ey |2
< couy/21hm, 13-+ 2l Bl o LG
= eopV/2| Ao allhy l2-

Thus

(1 —ea)lhryur |13 < IMhpur |13

< eop V2l hur ll2 Y 1y |12

Jj=2

2
< eopV2||hnyur |2 | —=llzz )l + [|hoyur |2 (Lemma 7.1.2)
VE T

Cancelling a factor of ||hz,ur, ||2 from both sides and rearranging gives

w2 ( ! )Hrc ol
(1—€2k—€2k\/>)f To 1= \/E tail(k) 111>

with the last equality holding since e9, < /2 — 1. Putting everything together:

|hryur [l2 <

[hll2 < lIhgozllz + Ao [l2
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H tail Hl

1
<0 == ) Iz s-
< (ﬁuwmrl

< 2[|hnyur ll2 +

7.1.1 Obtaining RIP matrices

Thus far we have shown how to use RIP matrices in Subsection 5.3.3 to obtain Fast JL, and in
Section 7.1 for compressed sensing. But how does one obtain RIP matrices? There are generally
three ways:

Via the JL lemma/OSE’s. Note that being an RIP matrix means being a subspace embed-
ding for (Z) subspaces simultaneously (namely the set of all k-dimensional subspaces obtained
spanned by choosing & distinct standard basis vectors). A matrix with i.i.d. subgaussian en-
tries is an e-OSE for d-dimensional subspaces with probability at least 1 — § as long as its
number of rows is at least Q(e72(d + log(1/4)). Setting d =k and § < 1/(}) to union bound
gives that m = O(e¢ 2k log(n/k)) suffices.

Analyzing suprema of random processes. There are other random matrices that peo-
ple have studied in the context of RIP, such as sampling rows from the Hadamard matrix
or Discrete Fourier Transform [CT06, RV08, Bould, HR16]. One then wishes to analyze
Ensupyep, ||[Iz||3 — 1| and show that it is at most e, where D, is the set of all unit
norm vectors in R™ which are k-sparse. Some of these arguments use analyses such as Dud-
ley’s inequality, generic chaining, and other tools from the study of the suprema of random
processes.

Ad hoc. Some analyses of RIP are “one-offs” in that the analysis was invented for the
specific matrix being studied and not used again in the context of analyzing RIP. For example,
motivated by an explicit, deterministic construction of RIP matrices, Bourgain et al. analyzed
a construction based on tools from analytic number theory [BDEF"11]. The construction
achieves O(k?~7(e7!logn)¢) rows for some absolute constant ¢ > 0 for a narrow range of
k close to y/n. This is the only known explicit construction of an RIP matrix to achieve a
subquadratic number of rows in k.

Incoherent matrices. A matrix II € R™*" is said to be a-incoherent if (1) its columns 7;
each have unit Euclidean norm, and (2) for all i # j, |(m;, 7;)| < . We show below that
any such matrix with o < ¢/(k — 1) is a-incoherent. One can construct such matrices using
Reed-Solomon codes with m = O(a~2((logn)/(loglog n+log(1/a)))?), or using random codes
with m = O(a"2logn). Either of these leads to RIP matrices with e 2k? log® n rows.

Theorem 7.1.3 (Gershgorin circle theorem). Let A1,...,An € C be the eigenvalues of a matriz
A € RVN*N Then for each i € [N], there exists a j € [N] such that \; lives in a complex disc about

Ajj of radius 3, ;| Ajr|.

Proof. Let v; be the eigenvector corresponding to A;. Let j be such that ||vi||sc = |(v;);]. Then
(Avy); = Ai(v4);, but also

(Avi)j = Ajj(vi)j + Y Arj(vi)r,
v
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Thus
(01)5(Aj5 = A) =D Arj(vi),
TF#]
implying
Aji—N| = A (i) < A (i) < A
‘ J5J Z’* Z 7’7](7}‘)4 — Tv](v‘)' —Z‘ 7"7]|‘
r#j v r#j vJ r#£j

Corollary 7.1.4. IfII € R™*" is a-incoherent for o < e/(k — 1), then II satisfies (e, k)-RIP.

Proof. Let S C [n] be of size k. We would like that all the eigenvalues of Ag := HEHS lie in
the interval [1 — &,1 + ¢], where IIg € R™*¥ is the restriction of II to columns in S. Note all
diagonal entries of Ag are 1 and the off-diagonals are at most « in magnitude due to incoherence.
Furthermore all the eigenvalues are real by the spectral theorem, since Ag is a real, symmetric
matrix. Thus by the Gershgorin circle theorem, all eigenvalues of Ag are in the interval [1 — a(k —
1),1+4 a(k — 1)], as desired. O

7.2 Iterative Hard Thresholding

Though Basis Pursuit provides a uniform recovery guarantee, we would prefer to not use a generic
LP solver as that would be slow. Thankfully, there are fast iterative approaches developed for
(approximately) recovering x from measurements which have running time nearly linear (if the
measurement matrix supports nearly linear time matrix-vector multiplication, such as sampling
rows from the DFT). An iterative approach called COSAMP was first introduced by Needell and
Tropp [NTO08]. In this section we cover a different algorithm, Iterative Hard Thresholding (IHT)
and it is due to Blumensath and Davies [BD09].

Algorithm 1 Iterative Hard Thresholding (IHT).

1: function IHT(II, y(= Iz + e),k,T)

2 2l 0

3 fort=0---T—1do

4: JZ[H_I] — Hk(df[t] + HT(y - H:Ii[t])) > Hk(z) = Zhead(k)
5

6

7

end for
return z!7]
end function

The IHT algorithm starts with initial iterate z[% = 0 then iteratively improves it to move closer

to . Suppose the iterates produced over T iterations are z!!l, - | z[Z7]. Then the main theorem of
IHT is as follows.
Theorem 7.2.1 ([BD09)). IfII satisfies (¢, 3k)-RIP for e < 4—;5 thenV T > 1
_ 1
2 = z)l2 S 27T |2ll2 + 12 saie 12 + ﬁ”xtm’l(k)”l + ell2 (7.4)

Here we consider a more general problem than Section 7.1; specifically we assume there may
be some post-measurement noise e, so that what we obtain from our measurements is actually not
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IIz, but rather Ilx + e. For example, the measurements may be made by a physical device, and
our measurement readings will then have error introduced by finite precision and other potential
sources of noise.

Comparing to the guarantee of basis pursuit, Eq. (7.4) we have three extra terms: 277z,
[ Z¢qit(k)ll2, and ||ell2. Note that the last term corresponds to the post-measurement noise and it
is unavoidable. For the second term, |24 k)2, we show (Claim 7.2.2) that it is dominated by

O(thail(k/Q)Hl/\/E). Hence, the only difference is the exponentially decaying term 27| z||o. In
turn, the IHT algorithm is much faster than using an off-the-shelf LP solver to solve basis pursuit.

Claim 7.2.2. [[244i(2n)l2 < ﬁ”ﬂﬁtau(k)lll-

Proof. Without loss of generality assume |xi| > |xg| > -+ > |x,|. We partition the coordinates
of = into blocks of size k with B; = {(n/k)j +1,...,(n/k)j + k}. Now we apply shelling (recall
Eq. (5.10)):

|z taaen 13 = los,l3

Jj=3

<> k- lepl%

Jj=3

2
<3k (”"T’Bﬂk—l”l) (shelling)

j=3

1
=34l B

Jj=2
Now take square roots and use that v/a + b < \/a + v/b, noting that > is2 2Bl = [[ztaamy I O

Now we focus on the proof of the convergence of IHT (proof of Theorem 7.2.1). Note in the
analysis we can assume that z is ezactly k-sparse. More precisely, we decompose T = Tpeqq(k) +
Tyaii(k) SO that Tz + e = Mz peqaer) + (g +€) = Mapeqan) + €, defining € as Ixyqy k) +e. Also,
subdivide each B; into C}, C']’- each of size k/2, where C} contains the first /2 elements of B; and
C} contains the next k/2 elements. Then

1€ll2 < llellz + M iaiw |2

= lleflz+ 11 ) Hap,|l2

j>2
< lell2 + Z Iz p, |2
j>2
< HeH2+(1+€)ZHfEBjH2 (RIP)
j>2

<ellz+ (1 +e) Y Vk- sl

Jj=2

< flella+ (1+2) 3 VE- (H‘rf’/zl h)

Jj=2

2(1+¢)
<lellz + Tllxmu(k/z)\ll,
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which is an allowable error for Theorem 7.2.1.
We now prove Theorem 7.2.1.

Proof. We measure the progress of IHT based on the residual vector 7l := 2 — z[]. We show that
||| decreases at some rate as t increases. For analysis purposes, we define altt1) := 2 4117 (y —
IzM) (note that 21 = Hy(alt+1)).

We make the following definitions:

o I'; =supp(z),

o Tl = supp(z), and

o B =T; UTH.

We now bound ||[7l“+1]|5. Below let B denote B!+ and B’ = B,

I

15+1]||2 —

lz — 2+

t+1
= lzg — 25T

t+1 t+1 t+1
< o — a2+ laj™ = 25
_ ] [t+1] ; g [t+1]
<2llzp —ay 2 (z is the best k-sparse approx. to al**')

= 2||xp — 2l — L (y — Tal) 5
=2/l — L 4 ),

= 2”7“%] - HE(HBTE] + HB/\BTEQ,\B +e)l2 (rit = Pl r[t],\B)
< 2||(Ip — IRMp)ry |2 + QHHEHB/\BT][Q/\BM +2[|T el (triangle inequality)
< 2|15 — Mg - |r o + 2[R gl - [7igh sll2 + 2AITTE] - [le]l2

< 22([r lla + I gll2) +2VT +<llells (Lemma 5.3.6)
< 2v 2|5 + 3]le]2 (7.5)
< 29l + 3llll, (76)

Eq. (7.6) holds since ¢ < 1/(4v/2). Eq. (7.5) follows from AM-GM. To see this, write o = Hrg ll2, 8 =
[1] T d = a2+ 3. Th
||rB,\BH2,'y |lr"]|2, and note ~y o? + 52 en

(a+ B)* = (a® + %) + 208
< (0@®+ %) + (o + 5°) (AM-GM)
=27’

so that a+ 8 < \/ify, as claimed.

We then have from Eq. (7.6) that ||[r[f+1|y < (1/2)||rH || + 3]le]j2. Since |7y = ||z[2, an
induction on ¢ shows that for t > 1, [|rlfl||y < 27||z|j2 + 3(32125 27)|lell2, which is always at most
27" ||z]l2 + 6llell2.
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Chapter 8

Suprema of stochastic processes and
applications

A stochastic process is simply a collection of random variables, { X;}ie7. Often one considers such
processes that either have some temporal structure (i.e. the process evolves over time, such as
Brownian motion), or spatial structure so that there is some important metric structure on the
random variables that explains correlations between them, e.g. if one defines a distance such as
d(X,Y) := (E(X — Y)?)Y/2. In this chapter we focus on understanding Esup,c X;, and using
this understanding for sketching applications. We focus on spatial processes, where typically the
underlying metric structure helps us control the expected supremum.

Because of the applications we consider, we will be focused on (sub)gaussian processes. Here
there is some T C R, and X; for t € T is simply (g,t) for a gaussian vector g with mean zero and
identity covariance matrix. We have the following definition:

Definition 8.0.1. For a subset T C R?, we define the gaussian mean width w(T) by

w(T) = 19*381611;@, ),
X

where ¢ is a d-dimensional gaussian with mean 0 and identity covariance matrix.

8.1 Methods of bounding gaussian mean width

We present four different ways of bounding the mean width w(T") of a set T' C Bég’ the unit
Euclidean ball in R?. The methods presented are increasingly sophisticated.

Union bound. The first observation is that for z € T, (g, x) is a gaussian with variance ||z < 1.
Thus ((g,x))zer is a collection of |T'| gaussians with variance at most 1, and thus we expect the
maximum to be O(y/log T'). Details follow.

o0
Esup(g, ) < / P(sup |{g, 2)| > t)dt
9 xeT 0 zeT

t* 00
— [ Buplig.) >+ [ Boup|(g.a)] >
0 xzeT t* xeT

<1

105
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<t +> [Pl > na

zeT
<t 4 2T] e P2

which is O(y/log |T'|) by choosing t* = c4/log |T|.

e-net. Let 7" C T be an e-net of T under ¢5. Then for any z € T let 2’ € T” be the closest
element in T" to . Then

Esup(g, z) < Esup(g,z’) + Esup(g,z — z’)
zeT xzeT xeT

< V0og|T'| + (sup ||z — 2/[|2) - Esup(g,
xeT xeT

< Vlog |T'| + ey/log |T|

[l — ]|

)

Since e can be picked arbitrarily, we have the bound w(T) < inf.so{e+/log |T|+log"/2 N (T, l2,¢)}.
Note this is more general than the union bound argument, which we simply recover by picking
e = 0. We also note that if |T is infinite, we can alternatively bound Esup,cp(g,z — ') by eV/d
using Cauchy-Schwarz.

Dudley’s inequality. In Dudley’s inequality we pick not one e-net, but an infinite sequence
of nets (S)3%, where g, = 27%. Without loss of generality we can assume |T)| is finite, since
otherwise we can first approximate 7" by an arbitrarily fine net (arbitraily small €) as discussed
above, then apply Dudley’s inequality to 7”. Let 7,2 denote the closest point in S, to x, and define
Agx = mpr — mp—1x. Note Sp can be taken as {0}, since T is a subset of the unit ball. Then
T =) p y Agx so that

Esup(g, ) <
xeT

Esup(g, Apx)
xeT

WE

=
Il
—

e

Arx
sup ||Agx 2) - Esup(g,
(sup 1) - Esupto 7

k=1
< Z (su¥(|]7rka:|2 + |7Tk_1$”2)> -log!/? (./\/'(T7 ly,1/28) - N (T, 3, 1/2k_1)
=1 xe
1 1
S IERLIVEANEY 1)

B
Il
—

The final bound above on w(T') is known as Dudley’s inequality, and since the covering number
of the unit ball of an 7-dimensional subspace of R? under /; is at most /7 it implies together with
Gordon’s theorem that a bound of m = O(r/e?) suffices for oblivious subspace embeddings (see
Subsection 6.2.3).

Note: the right hand side of Dudley’s inequality is often in the literature bounded by an integral.
That is, many authors write Dudley’s inequality as

w(T) < /O log'/2 N (T, 03, w)du.
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Generic chaining. Let 7T be a finite subset of some normed vector space with norm || - || x. We
say that a sequence Ty C Ty C ... C T is admissible if |Ty| = 1 and |T,| < 22" for all » > 1, and
T, =T for all r > rg for some rg. We define the vo-functional

(T - llx) = mfsu:gZ?’”/Q dx (z,T;),
rel 1

where the inf is taken over all admissible sequences.
The first observation is that the bound from Dudley’s inequality can be rewritten in an equiv-
alent form that only differs by a constant factor:

T) < inf Y 272 . supdy, (z, T,
o) % 3 D2 i)

where {7} is admissible. To see why, first observe that to optimize the choice of the T,., we should
also do something like compute e-nets: given a budget of 22" for the size of T}, we should choose T,
so that it an e-net for the smallest value of € possible under this size constraint. Note then that the
above supremum is € (1/2,1] for r =0,1,...,7; — 1 for some 71, and in general is in (2_(’7‘3“)7 27
for r =rg,...,rkr1 — 1. During each of these “phases” (different k), the suprema above over x € T'
are the same up to a factor of 2, while the summation over r of 2"/2 is a geometric series dominated
by its last term and is thus O(27%+1/2). Thus 27 is essentially as in Eq. (8.1) with the O(27++1/2)
term serving the role of log"/? N'(T', £3,1/2%).

A surprising result of Fernique, developed further by Talagrand, is that the inequality still holds
even if the supremum over z is taken outside the summation, i.e.

o0

w(T) < inf sup 272 . d, x,T}).
(T) % jtswp> 22 . T

The right hand side of the above is known as v2(T, ¢3). We know prove that this is the case.
Henceforth, as in the proof of Dudley’s inequality we let m.x denote the closest point to z in
T,, and Ayx := .0 — wp_12.

Theorem 8.1.1. For any T, w(T) < v2(T, 62).

Proof. For x € T we can write x = moz + > o ; Ayx. Therefore

w(T) < Esup(g, moz) + ESUPZ 9, Arx)

zeT a:GTT 1
= E(g,x0) + Esupz (9, Arzx) (since |Tp| = 1, so Ty = {xo} for some zg)
LASY —
= Esupz g, Arx)
zeT |

Define X, (z) := (g, Arx). Then by gaussian tail bounds, for any r and x we have

P(| X, (2)] > 22| Apz]|2) < 2¢7°2". (8.2)
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Thus
o
Esup » (g,A,x) §/ P(sup » |X,(x)| >u)d
xGT; 0 zeT;

= (supZTmHA |2 / (supZ\X )| >t SupZQ’”/zHA w\l2> dt
0

).

. <supzzr/2|m xH2> ss I <supz|x >t supzwm xnz)
g )
)|

xzeT

3+/ Zze—t T, T,

(8 2) and union bound over all r and A,x)

< supZ?’“/ZHA 2l

o0
< (Sup > 22 A v,
T

< SupZQT/ZHA x||2

3 —I-/ 226_t22r(22T)2dt] (since |T,| < 2%")
L 3 =1

zeT
< sugz 272 (dy, (¢, T,) + dgy (z, Ty 1)) (triangle inequality)
el 1
oo
< sup Z /2 dy, (2, T,)
zeT |

Since we can choose {T;} to be any admissible sequence, we may choose it to minimize the above
expression, obtaining an upper bound on w(7T) of v,(T, ¢2), as desired. ]

8.2 Instance-wise bounds for Johnson-Lindenstrauss

Consider the following setup: we have some T' C S?! (the unit Euclidean sphere in R?, i.e
Sa=1 .= {z € R": ||z||z = 1}), and we would like some matrix IT € R™*9 to satisfy

sup |[Mz3 — 1] <e,
zeT

or if II is random, that
E sup |||H3:||g -1 <e.
U zer

We can model the situation of the JL. lemma, where we would like a low distortion embedding of
X C 4y into R™, |X| = n, by setting T' = {(z — y)/||z — yll2 : z,y € X}. By choosing II from
an appropriate distribution, we know by the DJL lemma that m = O(e~2log|T|) suffices. When
T is S"! intersected with an r-dimensional linear subspace of R? m = O(r/e?) suffices (Subsec-
tion 6.2.3). Also, a I with i.i.d. subgaussian entries satisfies (¢, k)-RIP for m = O(e 2k log(ed/k)),
corresponding to 1" being the set of all unit norm vectors with Euclidean norm exactly 1. What
should m be in general, as a function of T? Gordon gave an answer [Gor88] in terms of w(T').

Theorem 8.2.1 ([Gor88]). Suppose Il € R™*? has T1; ; ~ N(0,1/m) independent. There erists
C > 0 such that for any T C S, m > Ce™2(w*(T) + 1) implies By sup,ep ||Tz]|2 — 1] < e.

:
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The goal of this section is to prove (a version of) Gordon’s theorem; specifically, assuming
the majorizing measures theorem [Tal96], whose proof we do not give here, we will show that
the statement of Gordon’s theorem holds for II; ; being independent +1//m [KKMO05] (in fact any
subgaussian distribution suffices, but we only provide the proof for Rademachers).

We prove Theorem 8.2.1 using the following theorem of Krahmer, Mendelson, and Rauhut
[KMR14]. Below px(A) denotes the radius of A under norm || - ||x. We use || - ||# to denote
Frobenius norm, and || - || to denote either ¢ norm (for vectors) or ¢ — ¢35 operator norm (for
matrices).

Theorem 8.2.2. Let A C RY*? be arbitrary and o1, ...,04 be independent, uniform in {—1,1}.
Then

@iga\HAUHQ —E [ Aa|?| SA3(A - 1) +v2(A 1) - pr(A) + pr(A) - pe; ., (A).
The KMR theorem was actually more general, where the Rademacher variables could be re-
placed by subgaussian random variables. We present just the proof of the Rademacher case.

Proof. Without loss of generality we can assume A is finite (else apply the theorem to a sufficiently
fine net, i.e. fine in o — ¢, operator norm). Define

E =Esup [[|Ac|? - E||Ac|?
9 AcA

and let A’ denote the ith column of A. Then by decoupling (Lemma 1.1.11)

<4.- E sup ZO‘Z A’ AJ>

0,0" AcA i

=4-E Ao, A
E sup (Ao, Ac")].

Let {T,}22, be admissible for A. Direct computation shows

(Ao, Ad"y = ((moA)a, (o) +Z<AA (mr—1A)0 +Z mA)o, (AA)o') .
Xr(A) Y- (A)

We have Ty = {Ag} for some Ay € A. Thus E, , |((mgA)o, (mgA)o’)| equals

O'TAS—A()O'/

o0’

o\ 1/2
< (B (7747 400)") " = 14T Aol < Lol eAal < pr(A) -y

Thus,

UI[E jléaKAa Ao’ >‘ < pr(A) - pe,_,(A) +UH§} jléarzl | X, (A H‘UHE iu?il; Y, (A

We focus on the first summation; handling the second summation over Y, (A) is similar.
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Note X, (4) = (A, A)o, (mr—1A)0’) = (0, (A A) T (71 A)o”). Thus
P(| X, (A)] > 272 (A A) T (mr_1 A)o ) < 2e7°27/2 : (Khintchine)

Let £(A) be the event that for all » > 1 simultaneously, | X,.(A)| < #27/2 - | A Al - sup 4 4 || A0
Then

P(3A € A s.t. ~E(A) Y IT| - Tomy| - 7722
r=1
< i22r+1 e t727/2
Therefore

Elsupi]Xr(A)—/ ( i \>t>dt

which by a change of variables is equal to
E (Sup 14| - (Sup iT/QIIArAII)
o\ AeA AeA
« / (Zﬁﬁ; X, (A)] > tilelp ZQW 1A-A] - Sup |40’ H) )
< <543,21€15HA0'|> : (:1613;27"/2”ATA||> . 3—1—;/3 22T+1e_t22r/2dt]

o0
< (Esup 1407 ) - su > 2P
o' AcA AcA L

< (2w lla0'l) supZW oy (AT},
o AcA AeA

since ||AyA| < dpy—sey (A, Tr—1) + doy—e, (A, Tr) via the triangle inequality. Choosing admissible
To CT1 C ... C T to minimize the above expression,

E £ 06(A) pra o(A) + (A ) - E sup [ A0').

Now observe
1/2
& (sup 141 < (£ sup 401
o’ \ AcA o' AcA
(E (sup
o’ \AeA

(E sup <‘||Aor'||2 —
o' AcA

1/2
2 +E,|Aa'u2>)

1/2
2 +||A||%))

1A0"]|*

IN
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<VE + pr(A)
Thus in summary,
E S pr(A) - prsts (A) +72(A || - ) - (VE + pr(A)).

This implies E is at most the square of the larger root of the associated quadratic equation, which
gives the theorem. O

Now we use the KMR theorem (together with majorizing measures) to recover Theorem 8.2.1
(see also [KMO5, MPTJ07, Dirl6]). We again only discuss the Rademacher case.

Theorem 8.2.3. Let T C R? be a set of vectors each of unit norm, and let ¢ € (0,1/2) be
arbitrary. Let II € R™*4 be such that IL; j = 0i;/+/m for independent Rademacher o; j, and where
m=Q(3(T, |- [I) +1)/¢*). Then

E sup H]HmHQ 1| <e.
zeT

Proof. Similarly to Eq. (5.4), for x € T let A, denote the m x md matrix defined as follows:

T e g 0 e e e e e e e 0
) _L. 0 -+ 0 21 - xg 0 v oi ei et 0
0 0 x Tq

Then ||TIz||? = ||Azo||?, so letting A = {A, : x € T},
E sup ’||H$||2 - 1| = E sup ’HAO’HZ —E HA0||2‘ .
z€T AeA

We have pr(A) = 1. Also A} A, is a block-diagonal matrix, with m blocks each equal to zz " /m,
and thus the singular values of A, are 0 and ||z||/+/m, implying pg,—s, (A) = 1/4/m. Similarly,
since A, — Ay, = A,_,, for any vectors x,y we have ||A; — Ay|| = ||z — y||, and thus y2(A, || - ||) =
Y2(T, || - |)/+/m. Thus by the KMR theorem we have

BN-D |, (T, 1
R ey

which is at most € for m as in the theorem statement. O

E sup H\HmHZ — 1‘ <
xz€eT

Gordon’s theorem was actually stated differently in [Gor88] in two ways: (1) Gordon actually
only analyzed the case of IT having i.i.d. gaussian entries, and (2) the v5(7, ||-||) terms in the theorem
statement were written as the mean width w(7"). For (1), the extension to arbitrary subgaussian
random variables was shown first in [KMO05]. Note the KMR theorem only bounds an expectation;
thus if one wants to argue that the random variable in question is large with with probability at
most d, the most obvious way is Markov, which would introduce JL a poor 1/ dependence in m.
One could remedy this by doing Markov on the pth moment; the tightest known p-norm bound is
given in [Dirl3, Theorem 6.5] (see also [Dirl6, Theorem 4.8]).

For (2), Gordon actually wrote his paper before v2 was even defined! The definition of v, given
here is due to Talagrand, who also showed that for all sets of vectors T' C R"™, w(T") ~ vo(T\,| - ||)
[Tall4] (this is known as the “majorizing measures” theorem). In fact the upper bound w(7T) <
v2(T,|| - ||) was shown by Fernique [Fer75] (although ~9 was not defined at that point; Talagrand
later recast this upper bound in terms of his newly defined ~,-functional).

Theorem 8.2.1 is thus a corollary of Theorem 8.2.3 and the majorizing measures theorem.

O



112 CHAPTER 8. SUPREMA OF STOCHASTIC PROCESSES AND APPLICATIONS

8.3 Heavy hitters: the BPTree

In this section, we show a result of [BCI"17] (building upon [BCIW16]) that leverages tools from
the study of suprema of stochastic processes (specifically Dudley’s inequality) to design an ¢ heavy
hitters algorithm in insertion-only streams using only O(klogk) words of memory. Contrast this
with the CountSketch of Subsection 4.1.2, which uses O(klogn) words of memory for the same
task (where we have an insertion-only stream over the universe [n] updating a frequency vector
z € R™). Similarly to Subsection 4.1.2, in this section we focus on the tail heavy hitters guarantee.
That is, our data structure must respond to a query with a set L C [n] that with probability at
least 2/3 satisfies both (1) |L| = O(k), and (2) z; > ﬁHZtail(k)HQ = i € L. In this section we
refer to an index i satisfying (2) as a heavy hitter. Note the number of heavy hitters is at most
2k —1 (namely the k elements in the support of zjcqq(x), as well as the at most k — 1 elements from
the tail satisfying (2)). The correctness conditions then essentially say L should not be more than
a constant factor times bigger than its maximum possible size, and there should also be no false
negatives.

Before we describe the BPTree and its analysis, we first prove a modified form of Dudley’s
inequality that holds even under limited independence. We use the same definition of Apx as in
Section 8.1. Note the right hand side of the lemma conclusion is bounded by (N(T,f,1/2%) -
N (T, by, 1/25=)/P < (N(T, £o,1/2%))%/P, but we write the more precise form below as it can help
us reduce the choice of p in some applications by a factor of 2 (as we shall see later in this section).

Lemma 8.3.1. Let 01,...,0, be p-wise independent Rademachers for p an even integer. Then
Eigua,xﬂ SV o ({a': 3z e T o’ = Aga}]) P
k=1

Proof. Recall that by applying Lemma 1.1.15 to Khintchine’s inequality (Theorem 1.1.7), for inde-
pendent o; we have that

Vg > 1, {0, 2)llq < Vall]2

Note also that since p is even, ||(o,z)||h = E(o, z)P (that is, the absolute value may be dropped),
and the right hand side is equal to

p p
> \Il= | (ElLew )
/ j=1 j=1

which is fully determined by p-wise independence. Our proof is then quite similar to that of
Eq. (8.1), except that we are only allowed to use tail bounds implied by the moment version of
Khintchine’s inequality up to the pth moment. Observe then that even under p-wise independence,

Bllioa)l > ) < (Y2 53)

Now first we show what this implies when using the union bound. Suppose T' C Byy. Then

o0
Esup| (o, )] = | B(sup|io,a)| > t)d
z€T 0 zeT

t* 00
:/ P(sup |(o, )| > t)dt+/ P(sup |(o, )| > t)dt
0 zeT t* zeT

/

~~

<1
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<t—|—2/ (|{o, z)| > t)dt

zeT
p—1
<t"+ |T|1 <\£3) (by Eq. (8.3))
< VBT (8.0

where in the final equality we chose t* to make the two summands equal.
Then using the same definitions for mz, Axz, Si as in Section 8.1,

Esup|(o.2)| < 3 Esup (0. Aya)

zeT k=1 zeT
> Akx
< sup ||Agx 2> -Esup {0, ——
,;( 18zl | - Bup 1o, x|
SVP Y <Su,{z<\lwuz + Hm_lxuz)) ({e':Jw e T o' = A}
k=1 S
— 1 /p
SVp ;% ({a': 3w € T 2/ = Aga}) (8.5)
O

We now state a lemma that will be useful for the BPTree.

Lemma 8.3.2. Let y be a frequency vector updated in an insertion-only stream, and y® denote
this vector at time t (i.e. after the first t updates). Let o1, ..., be 4-wise independent 1. Then

< |[,(T)
E max |(0.3)] < Iy @l

Proof. Define v®) := y® /||y, € B and V = = {v®}L_,. We apply Lemma 8.3.1 to V. For
this, we first understand the structure Of e-nets of V. We give a greedy construction: our e-net
is {v(t) ... v} where to = 0 and for j > 1 we define tj to be the smallest time ¢ > ¢;_; such
that [[o® — v-1)|y > ¢ (if such t exists). We first observe that r < 1/e2. To see this, define
w; = vt) — -1, Then

1> [lot]I3

T
~ 1w
= Z HwJH2 + Z Wy, W

J#J’

> Z lJw; 13 (wj,w; have nonnegative coordinates)

> 7’52

so that r < 1/e2. We thus let the Sj, be a sequence of 2 %-nets where |Sg| < 1/e2 + 1. Next
observe that for any k > 1, using the above-described nets, the number of possibilities for Ajv is at
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most 2|S| (as opposed to the trivial bound |Sk| - |Skg—1]). This is because the net elements can be
arranged linearly (sorted by time), and given that v®) = 1.0 there are only two possibilities for
mi_10®: either the closest net point backward in time from ¢ in Sj_1, or forward in time. Since

|Sk| = O(2%), Lemma 8.3.1 yields Esup,cy [{o,v)| < 352, 2% - (22F)1/% = O(1), as desired. O

Narayanan showed that 4-wise independence is not only sufficient, but also necessary for the

conclusion of Lemma 8.3.2 to hold [Nar19]. That is, there are 3-wise independent distributions over
o1,...,0pn where the conclusion of the lemma does not hold.

The algorithm and analysis.

We now describe the BPTree. We first show a reduction from the heavy hitters problem to the super
heavy hitter problem. In particular, we show that a solution to the latter with failure probability
1/10 in space S words implies a solution to the former with failure probablity 1/k¢ for any constant
¢ with space O(Sklogk) [BCIW16]. We then show that the super heavy hitter problem can be
solved with S = O(1) memory.

Definition 8.3.3. We say an index i € [n] is super-heavy if 3, 22 > 1000 - D it 2]2-.

The definition implies that there can be at most one super-heavy element in a stream. As an
algorithmic problem, we would like a solution which (1) is allowed to behave arbitrarily if the stream
does not have any super heavy, and (2) outputs the unique super-heavy element with probability
at least 9/10, if it exists.

Reduction to super heavy hitter. We reduce the heavy hitters problem to super heavy via
hashing. Suppose we have a solution to the super heavy hitter problem with failure probability
1/10. Set ¢ = Ck, r = C'logk for a large constant C' > 0 and initialize gr copies of this data
structure By for t € [r],j € [g]. Also, draw hash functions hq,...,h, : [n] = [¢] independently
from a pairwise independent hash family.

When we see i in the stream, we feed i to By, ;) for each ¢ € [r]. When queried for the list
L of heavy hitters, we return L = {i € [n] : B j.query() returns ¢ for at least r/2 values of (¢,7) €
[r] x [q]}. Thus if each By ; uses space S, has update time ¢, and query time t,, our final space
is O(Sklogk), our update time is O(t,r) = O(t,logk), and our query time is O(klog®kt,) (or
O(klog kt,) expected time if using a dictionary).

Theorem 8.3.4. The failure probability of the above reduction is at most 1/k¢, where ¢ can be
made an arbitrarily large constant by increasing C'.

Proof. By construction, the output list L is guaranteed to have size at most 2g = O(k). Thus we
must only bound the probability of a false negative.

Let H C [n] be the set of all heavy hitters. Consider a specific heavy hitter i € H. We will show
that the probability that i ¢ L is at most 1/(2k°T!), so that the probability of any heavy hitter
failing to be in L is at most |H|/(2k°™!) < 1/k¢ by a union bound. Fix a particular ¢ € [r]. Define
the event £ (t) that no j € head(k) collides with i under hy, i.e. the event that by (he(i))Nhead(k) =
{i}. Also define the event E(t) that D cioii)n, (j)=he (i) 2]2 > ||2tai(r) I3/ (1000k). Note if both
&1(t), E2(t) occur, then i is super heavy in the stream processed by By j,(;y- P(=€1(t)) < k/q < 1/10
for C sufficiently large. To see this, one can define indicator random variables X;(t) that are 1 iff
ht(]) = ht(’L) Then

EY Xit= Y EX)=led®l_k

j€head(k)\{i} j€head(k)\{i} q 4
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since E X;(t) = 1/q by pairwise independence of h¢. Then =& (t) holds iff the above summation is
at least 1, which happens with probability less than k/q by Markov’s inequality. Similarly for &,

Hztail(k:)H%
E Z Xj(t)'ijzi,
jEtail(k) q

and thus the probability that the above sum is at least || zq:() [|3/(1000k) is at most 1000k /q, which
is also at most 1/10 for C sufficiently large. Thus i is super heavy to By, (; with probability at
least 4/5, implying 7 is output by By j, ;) with probability at least (4/5) - (9/10) > 7/10.

Now observe that the expected number of ¢ € [r] for which B, ;) outputs i is 7r/10. Thus
the probability that fewer than r/2 such data structures output i is at most exp(—$2(r)) by the
Chernoff bound. This is at most 1/(2k°*1) for C a sufficiently large constant. O]

An algorithm for super heavy hitter. We now describe an algorithm for super heavy hitter
using O(1) words of memory.

Let the stream length be £ and let T = [|2()||5 be the 5 norm of the frequency vector at the
end of the stream. We assume we know T exactly (an assumption we will remove later), and we
also assume the stream has some super heavy item i* € [n] since otherwise the algorithm is allowed
to behave arbitrarily. We further assume that 22-2* >C Z#i ZZ-Q for some large constant C that is
implicit in the proof (it will be larger than 1000). Though the reduction to the super heavy problem
took C' = 1000, the proof above goes through essentially verbatim for any large constant. We select
h: [N] — [N] from a 2-wise independent family, then we attempt to learn the logy N bits of h(i*)
one at a time, where N is Cn?. Then once we learn h(i*), we simply return the next index 7 in the
stream such that h(i) = h(i*) (we will guarantee that we learn i* before its last occurrence). The
stream may end before we learn all log N bits (e.g. it may be that N is much bigger than T'); this
is discussed in the next paragraph.

Write A(i*) in binary as Zz':o b;2/, where t = |logy N|. We aim to learn the b; one bit
at a time, iteratively. Suppose we have learned b, bi—1,...,bi—r41 so far for » > 0 and would
now like to learn b;—, (intially » = 0). We thus know that h(i*) € Z, where Z is the interval
[B .27t (B +1)-2t7"t1) C {0,...,N — 1} and B is the r-bit number bb;—1 ...bi—ry1. We
draw o € {—1,1}" from a 4-wise independent family and initialize two counters Cy, C each to
zero. When we see i in the stream, if h(i) ¢ Z then we ignore ¢ and continue (i cannot possibly be
i*, so it is not worth processing). Otherwise, we look at the (¢ — r)th bit of h(7): if it is b, then
we increment Cj by o;. We continue processing the stream in this way until the first time that
|Cy| > [(T'/11) - (2/3)"/?] for some b € {0,1}. We then declare that the (t — r)th bit of h(i*) is b,
increment r, then iterate. We halt after learning all |log, N | +1 bits of h(i*), i.e. once we’ve learned
bit by, then we return the next stream element i such that h(i) matches the bits we have learned
so far (thus we may not have learned all log N bits of h(i*), but we have learned enough that a
unique index in the stream matches these bits). This concludes our description of the algorithm.

We now proceed to analysis. Let us write the (¢ — r)th bit of h(i*) as b} € {0,1}. Let X/(r)
be the indicator random variable for the event that the jth bit of h(i) agrees with the jth bit
of h(i*) for j = t,...,t —r and X/'(r) be the indicator for the event that the jth bits agree for
j=t,...,t —r+1 but then the (¢ — r)th bit differs. We also define X/.(r) = X/\(r) = 0. Then we
can define vectors 2'(r) and 2”(r), where 2'(r); = X[(r)z;, 2" (r); = X]'(r)z, so that

Ci_p: = (0,2"(r)), Chps = o2+ + (0, 2'(1))
—_—— ———

a’(r) o/(r)
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We also let 2/ denote 2/ after processing the tth update (“time ¢”), and 2" similarly, and we use
C’éf) to denote (o, 2/Y)) (and similarly for Cft) y-)- We also similarly define o/ (r)®, o/ (r)®.

Lemma 8.3.5. For C sufficiently large, with probability at least 9/10

) 2 r/2
> YO (O < 2 (2 _
vr7t — 07 ’O{ (7') ‘7 ‘Oé (T) ’ — 100 3 (8 6)

Proof. By Lemma 8.3.2, there is a constant ¢ > 0 such that for any fixed » > 0 we have

E / () <c¢ E / © L a9
oh g?ge‘a (Pl =<c h [12°(r) 12 (Lemma 8.3.2)

<c- (IE 12/ (r)©)3)"/? (Cauchy-Schwarz)

1/2

— e | S EXI()22

i#i*
1/2
__° . 2
= 5012 Z Zi
i#i*
c Zi* . :
< < \/a> sy (definition of super heaviness)

Thus by Markov’s inequality,

5v2¢z (2\"? 1 3\"/?
1) < PV ECEs (2 I
IE(lrg?sXe'a(T) > NGel (3) ><150 (4) '

Therefore by a union bound over all r > 0,

T5VEez (2\72\ 1 3\ 1
> 10,0\ () veem [ 2 =~ |7 20°
I},:<3T,t_o, o/ ()] > 22 <3) ><Zl50 <4> <30

r=0

An identical argument applies to |a”(r)®|. The lemma statement the holds by a union bound over
both |o/(r)®)| and |a”(r)®)| for all r,t > 0 and setting C sufficiently large (C' > 2 - 752100%¢%). [

We condition on the event of Eq. (8.6). Then since [ (r) = |C_p:| < (2}/100)(2/3)"/? for each
r, we will never incorrectly learn b} for any r. Furthermore since |o/(r)]| is similarly small, we will
learn b’ in the next at most [(T/11)-(2/3)"/?] + +(2}/100)(2/3)"/% < [2/10(2/3)"/?] occurrences
of i* in the stream after iteration r begins.

Note: ¢* is the unique index still in 7 after the first O(log min{n,T}) + 2;/9 occurrences of *
in the stream, at which point we can simply return the next index 7 in Z (i.e. the next index which
matches the bits we’ve learned so far).

Removing the assumption of knowing ||2(9|, exactly. We do not provide the full details
here, but only just a sketch. The first observation is that we do not need to know ||z(9) ||y exactly,
but rather it suffices to know a value T" within a factor of two of this quantity. Since we do not know
this either, we guess T = 1,2, ..., 20 in parallel. We simultaneously run the AMS sketch in parallel
using 8-wise independence; it can be shown that the AMS sketch with this increased independence
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and O(1/a?) rows has the property that even if you query after every single update, with large
probability there will never be any time ¢ such that the AMS output is not ||z()]|s & a||2(9 |3 (see
[BCTT17]); we apply this with o a small constant. We call this guarantee ¢5-tracking, since we can
track ||z(!|, at all times ¢. Note that naively one would instantiate the failure probability of the
AMS sketch to be < 1/¢ then union bound over all time steps, but that would require memory
O(a~2log ¢) words, which we avoid. Now, let us say at some time step we are running the algorithm
in parallel above for the guesses of T being 27,...,27710. When the tracker says that the guess
27 is too small, we simply kill that parallel instantiation, reclaim the space, then boot up a new
parallel instantiation which guesses T' = 2/!!. This new instantiation has missed the prefix of the
stream up until this point, but in the case that ||2(9)||s ~ 2711, the prefix missed was insignificant
(since it only contained less than 0.1% of the occurrences of i*).
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