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1 Recap

Recall the general framework of sketching:

• Maintain Ax under increments/decrements of coordinates of x, where x is n-dimensional.

• Estimate the desired function from the sketch Ax.

These algorithms are typically, though not always, randomized and approximate.

Today we will see this approach applied to two new problems: sampling and graph connectivity.

2 Lp Sampling

For p > 0 and given ε > 0 and constant c, return l ∈ [n] and Z where

Pr[l = i] = (1± ε) |xi|
p

‖x‖pp
+ n−c

Pr[Z = (1± ε)|xl|] > 1− n−c.

Specifically, we will look at L0 sampling, which is the problem of uniformly sampling from a the
support of a vector x. Formally

Pr[l = i] = (1± ε) |xi|
0

‖x‖0
+ n−c

with the convention that |0|0 = 0. We will give an algorithm to solve this problem for ε = 0 using
only O(log3 n) bits.

The only assumption we make is that the elements of the vector x are integers in {−nO(1), . . . , nO(1)}.

2.1 L0 Sampling Sketch

The algorithm is simple to implement, and follows ideas shown in the first few lectures (see e.g.
lectures on Count sketches).
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Algorithm

• For j ∈ [log n] we will maintain hash functions hj : [n]→ {0, . . . , 2j − 1}.

• For each j maintain:

– Dj = (1± 0.1)‖xSj‖0 for Sj = i : hj(i) = 0 (with failure probability n−O(1)),

– Cj =
∑

i∈Sj
xi

– Tj =
∑

i∈Sj
ixi.

We maintain Dj , Cj , and Tj to be able to estimate the index and value of a support point if
Dj = 1± 0.1, i.e. if our hash function isolates a single support point. Namely, an estimate is given
by

• Select the smallest j∗ such that Dj∗ = 1± 0.1 (if such a j∗ exists),

• Output Tj∗/Cj∗ = j∗.

To prove that this algorithm will produce a sample from the support of x we need to show that
there is at least one j such that the set Sj contains exactly one non-zero element of x with at least
some constant probability P > 0.

Claim: For j = 1 + log ‖x‖0, the set Sj contains exactly one non-zero element i = Ti/Ci with at
least some constant probability P > 0.

Proof. Recall that |Sj | = 2j = 21+log ‖x‖0 ≈ ‖x‖0. Let T = supp(x), |T | = ‖x‖0. Then

Pr[|T ∩ Sj | = 1] =
∑
i∈T

Pr[i ∈ Sj and i′ /∈ Sj ,∀i′ ∈ T, i′ 6= i]

=
∑
i∈T

1

|T |

(
1− 1

|T |

)|T |−1
=

(
1− 1

|T |

)|T |−1
≈ 1

e

where the first equality follows from the fact that the events are disjoint, the second from the fact
that the events i ∈ Sj and i′ /∈ Sj are independent are uniform by the properties of the hash
function hj .

This shows that the set Sj contains exactly one element with constant probability approximately
1/e.

Assuming no failures, we obtain an algorithm that samples i uniformly at random from the support
of x. We can repeat this algorithm O(log n) times to ensure that some i is picked with probability
1− n−O(1).

Two important notes on the algorithm:
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• First note that maintaining Dj efficiently can be done using a CountMin approach even with
deletions allowed (see Problem 2 in the first problem set).

• Second, while we assumed that the functions hj were fully random, the same approach can
be shown to work with k-wise independent hash functions.

The total space complexity of the algorithm is O(log3 n) or O(log4 n) if repeated, since Tj and Cj

require O(log n) space, Dj requires O(log2 n) space (to ensure low failure probability), and we need
to maintain Tj , Cj , and Dj for log n indices.

3 Graph Sketching

We will now turn our attention to a seemingly unrelated problem that will make heavy use of the
ideas for L0 sampling given in §2.

We are given a dynamic graph G = (V,E) with V = {1, . . . , n} and a stream of insertions and
deletions of edges. We are asked to maintain the connected components of G.

It’s obvious that any algorithm we propose will require space at least n since each vertex will have
to have a component assigned to it and there are n vertices. We will show that we only need to
use O(n logO(1) n) bits which is significantly less than the Õ(n2) bits required to store the edges.

First, a warmup. If the stream contains only insertions, then we only ever need to store the current
component of each vertex and merge components when edges are added that bridge between two
different components. This requires only O(n) space and can be done efficiently using e.g. a
disjoint-set data structure.

However, allowing deletions significantly changes the problem. We need two ingredients for a
sketching algorithm.

The first is a fully offline “parallel” algorithm for connected components.

3.1 Spanning Forest Algorithm

This algorithm determines the connected components of a graph in a “parallel”-like fashion.

Algorithm

• Initially each node is its own component.

• Repeat until convergence (O(log n) times):

– Each connected component picks an incident edge if one exists.

– All connected components that are connected by newly picked edges are merged.

Claim: Let cci be the number of connected components before step i and cc be the correct number
of connected components. Then

(cci+1 − cc) ≤ (cci − cc)/2.
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This implies that the algorithm terminates in at most O(log n) steps.

Proof. Proof sketch. Consider two components at step i that have at least an edge between them in
the graph. When components are merged, at worst every two components will merge into a single
one, thus halving the number of “false” connected components.

The second ingredient required is a vector representation for a graph.

3.2 Node Neighbor Representation

For a node i, let Xi be a vector indexed by node pairs, Xi ∈ {−1, 0, 1}|E| such that

• For each edge {i, j}, set Xi[i, j] = 1 if j > i and Xi[i, j] = −1 if j < i (note that the subscript
i and index i are the same).

• All other entries are 0.

1

2

3

4

5

For example, we give the node neighbor representation of the graph above:

(1, 2) (1, 3) (1, 4) (1, 5) (2, 3) (2, 4) (2, 5) (3, 4) (3, 5) (4, 5)

X1 = 1 1 0 0 0 0 0 0 0 0
X2 = -1 0 0 0 1 1 0 0 0 0

The key insight that we will use from this representation is that for any subset of nodes S ⊂ V we
have

Supp

(∑
i∈S

Xi

)
= E(S, V \ S).

With these two ingredients in place let’s now look at the graph sketching algorithm itself.

3.3 Algorithm (Ahn-Guha-McGregor ’12)

The algorithm relies on the L0 sampling algorithm we saw in §2 and is similar in spirit to the
spanning forest algorithm of §3.1.
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Algorithm

• Maintain L0 sampling sketches AsXi for each Xi, and all s ∈ {1, . . . , O(log n)}.

• Initially each node forms its own component.

• For s = 1 to O(log n)

– For each component C, compute

As

(∑
i∈C

Xi

)
=
∑
i∈C

AsXi.

– Use this sketch to sample an edge in E(C, V \ C) if one exists.

– Merge connected components that are connected by the picked edges.

The total space requirement here is O(n logO(1) n) since we have to store a sketch for each of the n
nodes, and each sketch takes O(logO(1) n) space per §2.

4 History of Lp Sampling

L0 sampling was developed concurrently and independently in [CMR05] and [FIS08] with essentially
the bound presented in lecture. A better bound of O(log2 n log(1/δ)) for failure probability δ
was given in [JST11] with a lower bound of log2 n for δ = O(1). Generalizations were shown in
[KNP+17]. An algorithm for Lp sampling is shown in [MW10].
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